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Abstract

Reflective architectures are a powerful solution for code browsing, debugging or in-language process handling. However, these reflective architectures show some limitations in edge cases of self-modification and self-monitoring. Modifying the modifier process or monitoring the monitor process in a reflective system alters the system itself, leading to the impossibility to perform some of those tasks properly. In this paper we analyze the problems of reflective architectures in the context of image based object-oriented languages and solve them by providing a first-class representation of an image: a virtualized image.

We present Oz, our virtual image solution. In Oz, a virtual image is represented by an object space. Through an object space, an image can manipulate the internal structure and control the execution of other images. An Oz object space allows one to introspect and modify execution information such as processes, contexts, existing classes and objects. We show how Oz solves the edge cases of reflective architectures by adding a third participant, and thus, removing the self-modification and self-observation constraints.

1. Introduction

In a Smalltalk environment, an image is a memory dump (snapshot) of all the objects of the system, and in particular all of the classes and methods at the moment of the dump. An image acts as a cache with preloaded packages and initialized objects. When the system is launched it takes an image as input and executes it from the place where the program counter was saved on previous save.

Smalltalk images are defined using a self-describing reflective architecture. Fully reflective architectures such as the one of CLOS [BGW93, Rho08] or Smalltalk [GR89] provide a simple and yet really powerful solution to develop tools such as full IDEs, code browsers, refactoring engines and debuggers [Riv96, Duc99]. Reification of the stack in addition to all the structural language elements allows one to manipulate program control flow as exemplified with modern web application frameworks such as Seaside [DLR07, GKVDHF01]. Indeed, a reflective system can be understood, changed and evolved using its own concepts and features. In addition, reflection is based on the notion of causal connection between the system and its meta-level [Mae87].

However, reflective architectures present some limitations. The causal connections and meta-circularities makes difficult to change core parts of the system[DSD08]. For example, the array iteration method Array»do: is used by both user applications (the base level) and system infrastructure such as the compiler or debugger (the meta level). This method presents a causal connection in the sense that it is used by the tools in the process of changing/recompiling itself. Because of this causal connection, breaking such a method impact not only in the final user code, but also on the libraries and tools that are essential in the system, causing the system to crash.

Reflective architectures also suffer from the observer effect when doing analysis on the system. That is for example, observing its own running processes and their execution, or its consumed memory alters the observed element. Iterating the memory to count the amount of instances of a class, can create more objects in the iteration process. The manipula-
tion of processes can be done only from an active process and thus, there is no possibility to activate directly a process from the language.

To avoid this effect, the execution of these reflective operations is normally delegated to the virtual machine (VM). The virtual machine executes code atomically for the image’s point of view. However, modifying the virtual machine to introduce new features is a tedious task, and there are not many developers experts in the area.

In this paper we propose to leverage this problems by creating an image meta-level. Our proposal is to move the control of this reflective operations from the virtual machine to another image. That is, an image will contain another image, and be able to reason about and act upon it. We call this image virtualization.

**Contributions.** The contribution of this paper is the introduction of Smalltalk Virtual Images to ease image analysis and evolution that is usually challenging in a reflective system (cf. Section 2). We describe Oz, an object space [CPDD09] based solution that we implemented on top of Pharo providing Smalltalk image virtualization (cf. Section 3). We also document the implementation details of both the language library and the virtual machine extensions we wrote (cf. Section 4). Then, we present some exemplar applications of this concept demonstrating that it solves the initial challenges (cf. Section 5). Finally, we discuss the solution and related work before concluding (cf. Section 6).

2. Reflective Architectures: Recurring Problems and State of the Art Solutions

Programming and evolving Pharo’s core, several limitations and problems appear because of its reflective architecture. In the following subsections we illustrate some of these recurring problems, and describe their state of the art solutions.

2.1 Case 1: System Self-brain Surgery

Modifying Pharo’s core parts from the system itself is a critical task. Core parts of a reflective system are in use while trying to modify them, generating an effect also known as self-brain surgery [CPDD09]. Doing so wrongly can put the system into an irrecoverable state since it may impact on elements that the system uses at the same time for running and applying the modifications. For example, that happens when changing methods such as `Object at:` or `Array at:`; adding new instance variables to core classes such as `Process` or `Class`, or even modifying tools like the debugger or browser. Introducing a bug at these places may make the system unusable, forbid the possibility to rollback the change and force a restart resulting in the loss of all the changes made.

Another issue while doing self-brain surgery on a system is that large system modifications cannot be performed in an atomic way. They should be split into several smaller changes, each of which may be critical on its own. Moreover, those changes also require to be applied in a specific order to be safe. Respecting a safe order constrains the development process, and therefore, restricts the developers working on the core of the system.

A typical case of self-brain surgery in Pharo is the modification of the debugger. The system automatically opens the debugger when an error occurs. The user performs actions with it like changing a method, evaluating an expression or even skip the error and proceed. However, making a mistake when rewriting a debugger’s method may cause an irrecoverable infinite recursion. Indeed, an error launches the debugger, the trial for launching the debugger fails because of its bugged method, this debugger’s failure leads to try to launch another debugger, and so on. Because of this infinite recursion, the user never gets the control back and cannot solve the original problem.

Many different problems may arise when doing self-brain surgery and for each of them, many ad-hoc solutions or workarounds have been proposed. For example, instead of modifying directly the debugger, a developer may make a copy of it to work on. Then, the system debugger can be used to debug and test the one in development. Once finished, the new debugger can replace the original.

The current Pharo distribution includes within its libraries an emergency evaluator to solve some self-brain surgery cases. Whenever an error occurs and the normal graphical user interface cannot be displayed because of that error, the control falls back to the emergency evaluator. The emergency evaluator is a simple tool with almost no graphical dependencies used to evaluate expressions and revert the last method submission. However, it depends on the compiler, the event machinery and the collection library, and thus, breaking any of those dependencies makes the emergency evaluator unusable.

Finally, bootstrapping a system [PDF+ on] or recreating it from scratch solves partially the problems of self-brain surgery. These processes create new images in an atomic way, overcoming many of the self-brain surgery limitations. However, the development process in that case gets interrupted: the surgery fixes should be introduced inside the specification of the image, the new image containing the fix is built from scratch, the current working image has to be discarded, and the development should be continued in the new image. Ongoing changes during former development, which reside in the old image, should be either ported to the new image or discarded.

**Requirement.** A solution for self-brain surgery problems should include the possibility to apply atomic changes in the system, keep the development process as interactive as possible and scope the impact of side-effects.

2.2 Case 2: Uncontrolled Computations

From time to time a Pharo image can become unresponsive. This problem may be caused by a bug in the processes priority configuration i.e., a never ending process with high
priority does never give chance to run to other processes, and thus, the user cannot regain control to modify it because the user interface process is blocked. Currently, the only existing solution to regain control in such situations is the usage of the interrupt key. The interrupt key is a key combination that when pressed forces the running image to pause one of its processes.

On the one hand, when the virtual machine detects this situation, it signals a semaphore that should awake a handler process inside the image to handle this situation. On the other hand, the current implementation of the interrupt key in Pharo uses the input event process to detect if the given key is pressed. This process runs at a fixed priority of 60 (of a total of 80).

The current state of the art of interrupting presents the two following problems:

**Interruption runs on the same level as other processes.** When the interruption succeeds, it activates a process that is supposed to suspend the problematic process and give back the control to the user. However, the activation of this interruption process suspends the problematic process placing it in its corresponding suspended queue, making it undistinguishable from other processes. Then, the interrupting process must guess which was the process that was interrupted.

**Bad process configurations induce starvation.** Since the event handling process, which implements interruption, runs at a priority of 60, processes with higher priority may never be interrupted. Then, higher priority processes can avoid interruption and make lower processes starve. One solution to this problem is changing the configuration of the interruption process to make it run in the highest priority. However, there may be cases in which the process configuration needs a process with higher priority than the input event process.

**Requirement.** There is a need for a solution allowing the non intrusive and non constrained control over processes execution.

### 2.3 Case 3: System Recovery

Working in an image based environment implies that our subject of work are the objects inside it instead of source code files. Every change in the system is expressed in terms of side-effects which are directly applied on its objects. Direct object manipulation provides as main advantage an immediate feedback to the user of the system.

However, manipulating the same image over and over again may leave it in a corrupt state, emerging when an image does suddenly not start. In such cases, all the information related to previous work sessions stays stored in a binary format inside the image file, including both application data (living domain objects) and code (methods and classes written during development). The recovery of all this information from a failing image is a tedious task, without a conclusive solution.

A typical example of corrupting an image is the wrong manipulation of the Pharo startup mechanism. The Pharo startup mechanism is implemented in the language itself. At startup time the system iterates the `startup list` and sends the `startUp:` message to each of the objects it holds. Each object in the startup list handle their own startup. The startup runs before giving control to the user. Language libraries can access and configure the startup list, providing a flexible and easily extensible configuration mechanism. However, the accessibility of this feature leads to misuse and errors. Resources initialized on startup can provoke irrecoverable errors if not well handled. For example, resources using low level code may cause the current operating system process crash and quit. Under this kind of errors, the image quits on startup without providing the user a way to recover the work he did in previous sessions.

The system changes log appears as a first solution for system recovery. The changes log is a file storing the operations performed on the image, including all changes made to class and methods definitions and executed expressions. When available, it can be accessed from other images to restore the work done. This log allows the user to recover application code written between sessions, but not the recovery of application data stored inside the image.

Another ad-hoc solution that appeared to solve such a problem is to run the failing image with the virtual machine in debug mode. When debugging the system through the virtual machine, the developer must deal with low level code and work at the bytecode level. In exchange, he can control completely the execution: failing statements can be skipped, the image can get finally initialized and the he can obtain control to fix the bug and recover his work.

**Requirement.** The system recovery should be a high level process, easily accessible, and allow both recover application code and data.

### 3. The Oz model for Virtual Images

A virtual Smalltalk image is an image living inside another Smalltalk image. The container image, the host, observes the virtual image and has complete control over it. The main idea is that such tasks difficult to perform due to the reflective architecture are handled by the host image. We transform the critical "self-brain surgery" tasks into safe "brain surgery" ones, by delegating them to another Smalltalk image.

Oz is a virtual image model and implementation based on object spaces [CPDD09]. Casaccio et al. sketched object spaces to solve self-brain surgery. When doing self-brain surgery, the image under modification becomes a patient of a surgeon image. The patient is included inside the surgeon as an object space. Through this object space, the image gets manipulated by the surgeon, fixed and finally awoken.
In Oz, an object space is a subsystem of another image. It is an object graph composed by two main elements: a full Smalltalk image (cf. Section 3.1) and a "membrane" of objects controlling that image (cf. Section 3.2). The image containing an object space is its host, while the object space is its guest.

Figure 1 shows a host image with two tools (ToolA and ToolB) interacting with an object space. The object space is enclosed by the dotted line. It contains a guest image and a membrane. The host tools interact with the membrane objects, while the membrane objects manipulate the objects inside the image.

In Oz we extended the object space model to apply self-brain surgery (cf. Section 3.3) and control rigorously both communication and execution (cf. Sections 3.4 and 3.5). In this section we describe the concepts and design principles guiding our solution for virtual Smalltalk images.

### 3.1 The Guest Image

The guest image inside an object space, as any other Smalltalk image, contains its own classes and its own special objects such as nil, true, false, processes and contexts. If we save this image on a filesystem, we can execute it as any other image. Indeed, it contains all objects that are necessary to run on its own dedicated virtual machine. Additionally, the guest image does not need to include any extra libraries or code for the host to include it. However, an image must fulfill a contract, as described in Section 3.6.

An object space’s image contains an object graph satisfying the transitive closure property. That is, all objects inside the image reference only objects inside the same image. There are no references from the inside of the object space to its host. This is a key property to allow an image to be deployed both as an object space or as a standalone image on a dedicated virtual machine in a transparent way.

The object space enforces the isolation of its enclosed image in several ways. First, its membrane controls that no objects from the host are injected into the guest image. Second, it enforces that both guest and host images do not share any execution context. Finally, Pharo has no ability to forge object references [HCC+98] and therefore, the guest image can only refer to objects that are given to it explicitly, and not create arbitrary object references.

### 3.2 The Membrane

The membrane controls and enables the communication between the host and the guest objects. It encloses and encapsulates the guest image. This membrane is made up of objects which provide meta-operations to reason about and act upon the guest image. The host’s objects cannot access the guest image but through the membrane’s objects. The membrane objects are part of the host image and provided as a library in it.

The membrane contains objects to manipulate both the guest image as a whole and its inner objects individually. To manipulate the image as a whole, it provides one façade [GHJV95] object, the objectSpace. The objectSpace is a first-class object reifying the object space. Figure 2 shows the main methods conforming the API of an objectSpace object in Oz. To manipulate the individual objects inside the guest image in a controlled way, the objectSpace object provides mirrors, as described in Section 3.3.

### 3.3 Mirrors for Object Manipulation

The manipulation of objects inside the object space image cannot be achieved with a traditional message send mechanism. In the normal case, when a message send is performed, the virtual machine takes the selector symbol of the message and lookups in the class hierarchy method dictionaries of the receiver until it finds a method with the same (identical) selector. In our scenario, both host and guest images contain their own Symbol class and symbol table. Then, when performing a cross image-message send the method lookup mechanism takes a selector symbol from the host, lookups into the guest receiver’s hierarchy, and finally fails because the selector in the guest is (while maybe equals) not identical to the selector in the host. Also, forcing a cross image-message send by using a guest’s selector can leak host references to the guest: activating a guest method from the host gives the guest complete access to the host through the thisContext special variable which reifies the stack on-demand.

To encapsulate and control the basic object manipulation, the object space façade object provides mirrors [BU04]. Mirrors hide the internal representation of the objects inside the objectSpace and expose reflective behavior. The guest is not aware of the existence of these mirrors.

A basic object mirror provides the following operations:
3.4 Controlled Execution

An object space’s execution is fully controllable from the host. The host can introspect and modify an object space processes via mirrors to obtain information such as the method currently on execution, the values on the stack or the current program counter. Besides from those reflective operations, an object space provides also operations to suspend, resume or terminate existing processes, and to install new ones.

The object space provides fine-grained control on the guest execution. An object space controls the amount of CPU used by the guest image. This way, a virtual image can be customized for scenarios like for example testing, CPU usage analysis, or old hardware simulation. For example, it may restrict its processes to run during only 300 milliseconds every second for either.

3.5 Controlled Communication

As explained in Section 3.1, an object space is an isolated object graph in the sense that from the guest image there is no way to reach host objects. However, the opposite relation is possible: the host can manipulate completely the object space.

The communication mechanism between host and guest images is based on the injection of objects into the object space. The host may install from simple literal objects such as strings or numbers, up to more complex objects like classes, methods. An object space permits to send messages to objects inside itself by injecting process with the specified code. Injected processes may have any arbitrary expression. The membrane objects can retrieve the result from the process’ context once the execution is finished.

The object space membrane ensures that object injection honors the transitive closure property. On one side, literal objects from the host are automatically translated to their representation in the object space. An object space implements the operations to transform literal objects (numbers, strings, symbols, some arrays and byte arrays) from and to its internal representation.

On the other side, non literal objects are actually not created in the host and injected in the object space. Non literal objects are directly created in the object space, so the task of injecting the new object inside a graph is safe.

3.6 A Guest Image Contract

The creation and set up of an object space is done by putting in place the guest image and setting up the corresponding membrane. The guest image can be created either from scratch or by loading an existing image file. One way to create a guest image from scratch is for example by bootstrapping it given a specification. On the other side, loading an existing image file consists in putting the object graph from that image inside the object space.

Once the guest image is available, the host only sees it as a big object graph, not being able of differentiate the ob-

---

Figure 2. The API of an object space

Field Manipulation. Operations to get and set values in both instance variables and variables fields of an object, such as at: and at:put:, or instVarAt: and instVarAt:put:.

Size calculation. Operations to get the size of an object expressed in the amount of instance variables and amount of variable fields, such as fixedSize and variableSize.

Class access. Operations to introspect and modify the behavior of an object, such as getClass and setClass:.

Special Objects Tests and Conversions. Operations to test if an object is a primitive\(^1\) object such as nil, true or false, and to convert it to its equivalent in the host image, such as isNilObject, isSmallInteger or asBoolean.

All objects inside an object space and reachable by reference can be retrieved by host’s objects through the object space facade and mirrors. There is no limitation nor restriction for object access. The host manipulates all objects in a homogeneous way through their mirrors.

Additionally, specific mirrors are provided to manipulate objects with a specific format and/or behavior such as Class, Metaclass, MethodDictionary, CompiledMethod, MethodContext, and Process.

---

\(^1\) we mean by primitive objects those that represent the simplest elements in the language
jects inside it. Then, to be able to manipulate the internals of the object space, the objectSpace and mirror objects must be configured with information about the internal representation of the guest image objects. They need the following kind of information in order to discover the rest of the guest image:

**Special instances.** In order to write some tools, and do comparisons and testing methods, the object space needs to know how to reach special instances such as nil, true and false.

**System Dictionary.** For the object space give access to classes, traits and even global variables installed in its inner image, a description on how to reach them must be provided.

**Processes.** It is important, for execution manipulation (cf. Section 3.4), that the image provides access to its process machinery. The accessibility to processes in running, suspended or even terminated state is vital, while it is also desirable the access processes in faking state for process monitors and debuggers. Direct access to the process scheduler and the priority lists is also desirable.

**Literal Classes Mappings.** Communication between host and guest require the translation of literal objects from and to the internal representation of the guest image (cf. Section 3.5). To achieve this, the object space needs to know the classes and internal format of those objects and thus, a mapping specifying the transformation must be provided. For example, the object space should know which are the classes inside the guest image that correspond to the host ByteString and SmallInteger ones to transform them if necessary.

**Special classes internal representation.** In order to manipulate some special objects in the object space, such as classes, metaclasses, processes and contexts, the internal representation should be given. Their internal representation includes both the amount of instance variables and variable fields, their size in memory, and their meaning. For instance, a class object format must include which are the instance variables containing the class name and the instance variables list.

4. **Oz implementation in the Pharo Platform**

We implemented Oz\(^2\) in the Pharo 2.0 platform. Our solution virtualizes Pharo images and provides, as already described, the ability to fully control their object graph, inject objects in a safe way and control their execution.

Our implementation includes a language side library resembling the membrane objects and an extension to the Stack virtual machine. We decided to extended the Stack virtual machine to avoid dealing with the complexity of the Just In Time (JIT) compiler. The virtual machine extensions, described in Sections 4.5 and 4.6, include the addition of three primitives (load an image into the object memory, transfer the execution to an object space, and install an image in an object space as host) and the modification of the function in charge of the context switch mechanism.

In this section, we explain the details of our solution’s implementation. We intend this section to document both the features a programming platform (language and virtual machine) should provide to build this kind of solution and the way our solution uses those features.

4.1 **Pharo current infrastructure**

To implement Oz we had to understand and the Pharo infrastructure (virtual machine and libraries), to transform it from a single-image to a multi-image solution. We describe the elements that we consider as key to understand our solution.

**The special objects array.** Pharo virtual machine holds the state of the image that is currently running into a *special objects array* object. The special objects array is a simple array object referencing special objects the virtual machines accesses and manipulates directly. For example, it references objects such as the boolean and numeric classes or the nil, true and false instances. Some elements inside the special objects array are optional, and therefore, may not be found in a Pharo image. We detail the contents and semantics of the Pharo special objects array in appendix A.

**Concurrency through green threads.** In Pharo, only one kernel (operating system) thread is used to execute code. Pharo processes are first class objects which share the same memory space as any other object in the system. The virtual machine internally handles and schedules them. Processes scheduled using this approach are also called *green threads*. Green threads provide process scheduling without native operative system support while limiting the proper usage of modern multicore CPUs.

Particularly, the special objects array contains a process scheduler object and its corresponding process objects, implementing the green threads.

**Single interpreter assumptions.** The virtual machine code makes many assumptions given the fact that the system is single-image. For example, the interpreter relies on constants and static variables, forbidding the ability to run two complete separate virtual machine interpreters in the same process. In addition, many of the virtual machine plugins such as the socket plugin handle their own internal state and store it outside of the image. This way, plugins state is shared for the whole virtual machine process, and would also be shared among the virtual images.

\(^2\) The code can be found under [http://www.smalltalkhub.com/#!/~Guille/ObjectSpace](http://www.smalltalkhub.com/#!/~Guille/ObjectSpace) with licence MIT
4.2 Oz Memory Layout

We decided to make an object space share the same memory space (the object memory) used by the host. Then, objects from both host and guest are mixed in the object memory, and not necessarily contiguous, as shown in Figure 3. This decision is funded on minimizing the changes made to the virtual machine, because of its complex state. Our decision, while easing the development of our solution, has the following impact on it:

- **Reuse memory handling mechanisms.** We use the same existing memory infrastructure as when no object spaces are used. Existing mechanisms for allocating objects or growing the object memory when a limit is reached can be reused transparently by our implementation.

- **Simplify the object reference mechanism.** References from the membrane objects to the guest image objects are handled as simple object references. No extra support from the virtual machine was developed in this regard.

- **Shared garbage collection.** Since objects from the host and guest are mixed in the object memory, and their boundaries are not clear from the memory point of view, the garbage collector (GC) is shared between them. Every GC run must iterate over all their objects, increasing its time to run.

- **Observer’s effect on an object space’s memory.** Analyzing and controlling an object space’s memory still suffers from the observer’s effect in our solution: every action taken by the host on the object space modifies the shared memory, and therefore alters the process. Because of this, an object space’s memory cannot be properly analyzed.

4.3 Oz Mirror Implementation

Our implementation of mirrors manipulate the objects inside an object space by using already existing primitives. There was no need to implement new primitives in the virtual machine since the existence of two primitives:

- **Execute a given method on an object.** Given a method, it is possible to execute it on an object, avoiding method lookup in the object. In the current virtual machine, this primitive is implemented in the method `receiver:withArguments:executeMethod:` of the CompiledMethod class. This method receives as arguments the object on which the primitive will be executed, an array of arguments, and the method to execute.

- **Execute a primitive on an object.** It is possible to send a message to an object, so a primitive is executed on the receiver. This primitive is implemented in Pharo’s `ProtoObject` class as `tryPrimitive:withArgs:`. It receives as argument the number of the primitive and an array or arguments.

Since the primitive `tryPrimitive:withArgs:` executes the given primitive on the receiver of the message, and we want our mirrors to avoid cross image-message sends (cf. Section 3.3), we combine both primitives. We use primitive `receiver:withArguments:executeMethod:` to execute the primitive method `tryPrimitive:withArgs:` on the object from the guest image, avoiding the cross image-message send and executing directly the primitive on the given object.

```plaintext
CompiledMethod
receiver: aGuestObject
withArguments: { aPrimitiveNumber . anArrayOfArguments }
executeMethod: (ProtoObject >> #tryPrimitive:withArgs:)
```

**Figure 4.** Combining the two primitives to execute a primitive on a guest object

Our mirror system contains three main mirrors regarding the internal representation of objects: a mirror for objects containing just object references such as `Array` or `OrderedCollection`, a mirror for objects with non-reference word fields such as `Float` or `WordArray` and a last one for objects with byte fields such as `ByteArray` or `ByteString`. In addition to them, we provide specialized mirrors for some kind of objects. The list of current mirrors we provide is the following: `ObjectMirror`, `ByteObjectMirror`, `WordObjectMirror`, `ClassMirror`, `MetaclassMirror`, `ClassPoolMirror`, `MethodDictionaryMirror`, `MethodMirror`, `ContextMirror`, `ProcessSchedulerMirror` and `ProcessMirror`.

4.4 Oz Process Manipulation and Scheduling

Processes inside an object space are first class objects as well as the ones inside Pharo. They are exposed to the host image as mirrors. Resuming/activating a process consists in removing it from the suspended list in its scheduler and put it as the active process in its image. Suspending a process consists in putting the process in the corresponding suspension list of its process scheduler. The `ProcessMirror` and the `ProcessSchedulerMirror` handle the scheduling in the guest image and keep the consistency in the object space process scheduler.

Using Oz, we can also create and install new processes inside an object space given a code expression. The creation of a process requires the creation of a compiled method with the code (bytecode) corresponding to the desired expression and a method context. The compiled method with the code to run is obtained by compiling the expression in the host and creating an object space compiled method. The object space compiled method is then provided with the compiled bytecode and its corresponding literals.

4.5 Oz Context Switch between Images

An object space has, as well as the host image, its own special objects array. Thus, for consistency, the execution of a piece of code inside an object space must use the corresponding special objects. For example, when evaluating the expression `someObject isNil` inside an object space, the
object referenced by the variable `someObject` must be compared against the `nil` object of the executing object space. We modified the virtual machine to be able to perform a context switch between the host image and the object space, and making it sensitive to the corresponding special objects array. We kept the single threaded nature of the VM, so the context switch between images puts the running image to sleep and awakens the new one. There are no concurrency problems between the different images.

Our modified VM has a special reference to the host’s special objects array. To let an object space run, we implemented a primitive to explicitly give control to the object space by installing its special objects array. This primitive puts the current running process to sleep, changes the special objects array to the one request, and finally awakens the process installed as active in the object space. Figure 5 contains the VM code implementing this primitive.

Our implementation also supports the possibility to provide a controlled window of execution to an object space. The current VM possesses a heartbeat thread it uses to provoke a context switch every 20 milliseconds. Our implementation uses the heartbeat mechanism to pause the current object space process and give the control back to the host. We changed the VM function `checkForEventsMayContextSwitch:` adding the code in Figure 6, to use the behavior implemented in the `primitiveResumeFromASpecialObjectsArray: primitive`.

### 4.6 Creating an Oz object space

An object space can be created either from scratch or by loading an existing image. Loading an existing image was implemented as a virtual machine primitive, because the image snapshot is actually a memory snapshot and therefore, easier to handle at VM level. This primitive, implemented with the code shown in Figure 7, reads the snapshot file, puts all objects into the object memory, updates the object references to make them coherent and finally returns the special objects array of the loaded image.

On the other side, creating an object space from scratch can be implemented as a bootstrap of the system, following the process defined in [PDF](#). The object space provides the `createClass:` method to create an object respecting the given format but with an anonymous class, so we can consider it as a "classless" object. This method is used in the first stage of the bootstrap process, when no classes are available in the object space image yet, to create the `nil` instance (cf. Figure 8) and the first classes (cf. Figure 9). Later, when the classes are available, those objects are set their corresponding ones by using the `setClass:` message.

#### 4.7 Oz Image Contract and Membrane Configuration

Section 3.6 states the need for establishing a contract between an image and the object space in order to build the object space membrane. This contract has, in our understanding, two complementary parts: the services an image provides, and the format to access them.

**Image services.** In order for the host to manipulate the image inside an object space, the guest image must provide the required services. Those services are exposed as objects to the host, and their availability is given by how reachable they are in the object graph. For example, to get the list of classes inside an object space or to manipulate its processes, its system dictionary and its processor should, respectively, be reachable in the image’s object graph.

Given a Pharo image from the current distribution, the reachability is constrained by its special objects array. The special objects array is the only object directly accessible of an image, since an image file contains in its header an explicit reference to it. So far, we understand the objects served by an image are the ones in the special objects array (cf. Section 4.1). The special objects array contains references to many of the objects the membrane needs: `nil`, `true`, `false`, the processor, the numeric classes, the System dictionary, the compact classes, and some but not all literal classes. However, some elements in the special objects array are not mandatory in Pharo (cf. Section 4.1). For example, the System Dictionary may not available and then, there is no easy way to find all classes in the system.

The current special objects array in Pharo does not provide all necessary services. It has to be extended to support, for example, the recovery of process objects suspended because of an error. These processes currently are only referenced by graphical debuggers, and thus not easily reachable from the special objects array.
primitiveResumeFromASpecialObjectsArray:
    | oldProc activeContext newProc |
    "we put to sleep the current running process"
    self push: instructionPointer.
    self externalWriteBackHeadFramePointers.
    activeContext := self
        ensureFrameIsMarried: framePointer
        SP: stackPointer.
    objectMemory
        storePointer: SuspendedContextIndex
        ofObject: oldProc
        withValue: activeContext.
    "we replace the special objects array"
    self replaceSpecialObjectsArrayWith: aSpecialObjectsArray.
    "we awake the process"
    instructionPointer := self popStack
    replaceSpecialObjectsArrayWith: newSpecialObjectsArray
    objectMemory specialObjectsOop: newSpecialObjectsArray.
    objectMemory nilObject:
        (objectMemory splObj: NilObject).
    objectMemory falseObject:
        (objectMemory splObj: FalseObject).
    objectMemory trueObject:
        (objectMemory splObj: TrueObject).
    "Reinitialize VM state to point to the correct nil object"
    method := objectMemory nilObject.
    messageSelector := objectMemory nilObject.
    newMethod := objectMemory nilObject.
    lKupClass := objectMemory nilObject.

Figure 5. VM functions written in Slang to transfer control to a virtualized image

The image format. Given an object in the guest image, its enclosing object space requires its internal representation and format to manipulate it correctly. We mean by internal representation its size, its amount of variable and fixed slots, the kind of and size of those slots, and in some cases their meaning.

First, the semantics associated to the special objects array and its contents should be provided. That is, what does each index of the array mean.

Second, the guest image may differ from the host Pharo image. Then, the object space needs to make a correlation between the literal classes inside both host and guest to transform instances from and to the object space format. The classes subject to this correlation in our current implementation are ByteString, ByteSymbol, Array, SmallInteger, Character and Association. Such correlation is done by providing the corresponding transformation methods.

Finally, some mirrors must manipulate the internal state of special objects, and thus they must know their internal structure. The membrane configuration must provide the meaning of the instance variables of such special objects i.e., the ProcessSchedulerMirror needs the index of the activeProcess and processList, and the ClassMirror needs the index of the superclass, method dictionary and name instance variables.

4.8 Non Implemented Aspects

For the sake of completion, we document in this subsection the aspects that have not been yet implemented in our solution.

Our current implementation does not handle properly the release of resources such as files or network connections (sockets). In Pharo, the finalization and release of such resources is made in the language side. Given the single-threaded nature of our solution, an image running can provoke the garbage collection of any object in the memory even if they belong to another image, since the object memory is shared by all images (cf. Section 4.2). However, garbage collection only activates in the current implementation the finalization process that belongs to the running image. The finalization processes of other images are ignored. Then, resources may leak, since they can be garbage collected but not properly finalized and released.

Another yet not implemented aspect regarding resources are global limitations imposed by the virtual machine. For example, the virtual machine memory is accounted globally without distinguish the usage per image; the virtual machine network plugin accounts and limits the amount of open sockets in a global way. In this sense, an image can use resources indiscriminately and restricting their use to other images i.e.,
5. Image Virtualization solving the Reflective Architecture Problems

Virtualizing an image, and therefore obtaining fine grained control on it from the language has several applications.

In this section we describe some applications that solve common problems, although our solution is not constrained to them.

5.1 Image Surgery and Emergency Kernel Layer

Oz solves typical image surgery scenarios [CPDD09] such as the self-modification of the kernel and the recovery of broken images, described in sections 2.1 and 2.3. Using object spaces turn self-brain surgery into simple brain surgery, by introducing the role of the surgeon with a host image. Broken images can be loaded inside an object space to be subject of surgery in an \textit{atomic} way. The host contains \textit{high-level} tools such as a browser, an object inspector and a debugger to manipulate the object space and ease the surgery.

By using virtual images we can also provide a rich and \textit{interactive} \textit{Emergency Kernel}: whenever an error occurs in the running Pharo system because of self-brain surgery, the system can give the control to a fallback image. This fallback image is a full image containing the failing image inside an object space, and tools to act upon it, so it can perform surgery to solve the problem. The fallback image is to the system an \textit{Emergency Kernel} which compared to the original emergency evaluator solution, has no dependencies on the failing image and therefore avoids its self-brain surgery problems. After the surgery, the main system can get back the control and continue running.

5.2 Controlled Interruption

Image virtualization can provide a solution for process interruption (cf. Section 2.2). When an object space is interrupted, its host obtains the control letting the interrupted object space untouched. This way, the interruption process has its two problems solved:
Non intrusive interruption. The state of the object space when the interruption took place remains unchanged. The problematic process can be found easily since is not moved to a suspended list, but remain as active process in the asleep object space.

Non restricted interruption. Since interruption is handled by the host image, there are no restrictions on which processes can be interrupted by the interrupt key combination.

5.3 Sandboxing

Oz can be used to sandbox applications by limiting the scope of side effects and the CPU consumption.

For example, running the some test suites of Pharo lets the system in a dirty state because of side effects. For example, the test case MCWorkingCopyTest unloads the MonticelloMocks package and reloads it again as Monticellomocks, without respecting the original casing. Oz leverages this problem by isolating the side effects inside the object space. The host stays unaffected and can analyze the test results when they finish to run. Finally, the object space under testing can be discarded while the user can continue working with the host.

6. Discussion and Related Work

In the field of virtualizing reflective object oriented languages and their runtimes, we did not find so far a work directly related with our solution. There is, however, work on isolation related with some parts of it, specially with the internal low level implementation details.

The memory layout we implemented has, as we stated in sections 4.2 and 4.8, many advantages regarding the development of our solution, but presents also many drawbacks. Sharing the object memory between different images implies that there is no need for special support on cross-image references, and that the existing memory management in the virtual machine can be used transparently. However, this solution forbids the host to analyze the object space memory usage, and has an impact on the GC.

J-Kernel [HCC+98] and Luna [HVe02] present a solution similar to ours regarding the memory usage. They are Java solution for isolating object graphs with security purposes. In them, each object graph is called a protection domain. All protection domains loaded in a system, and their objects, share the same memory space.

The J-Kernel enforces the separation between domains by using the Java type system, the inability of the Java language to forge object references, and by providing capability objects [Lev84, MRC03, Spo00] enabling remote messaging and controlling the communication. This same separation in Luna [HVe02] is achieved by the modification of the type system and the addition in the virtual machine of the remote reference concept. In our solution, the separation is given by the same inability to forge object references and the membrane objects that control the communication.

KaffeOS [BHL00] makes an explicit domain separation in memory by using different memory heaps in the virtual machine. They enforce domain separation by using memory write barriers. Cross-domain references become cross-heap references, and thus, they need special virtual machine support.

Regarding the threading model (cf. Section 4.5), a Pharo virtual machine has single threaded execution with green threads (cf. Section 4.1). In our implementation, their usage allowed us to reuse the current virtual machine scheduling. We also use a green thread approach to schedule image execution. All images are executed in the same single thread, one at a time. This model simplifies our implementation because it avoids concurrency problems between host and guest images.

KaffeOS presents a model where resource accounting is handled at the level of the virtual machine. Our solution aims to control and account resources at the language level. However, our implementation is not complete yet on this front.

Worlds [WK08] scope side-effects of Javascript programs by reifying the notion of its state. Our solution takes a similar approach by reifying images. In our solution, images have a notion of their own state just like Javascript Worlds, but include also its manipulation from the outside.

In Kansas [SWU97], Smith et al. present a similar solution to the emergency kernel (cf. Section 5) for a collaborative environment based on Self [US07]. Smith et al. classify errors in three different categories: benign errors are the ones the user can solve by itself by using the typical debugging tools in the main system, fatal errors are those ones that prevent the system to continue, they lead to a system crash, and finally, a third category of errors that makes the system unusable from itself but does not cause a system crash. These last errors are trapped and solved in a separate alive environment, equals to Kansas, but called Oz, which does not fully share the same code base as the broken system. Once the problem is solved, users leave Oz and return to Kansas to continue their work. While Kansas makes focus on collaborative work, it is not addressed in the paper which level of isolation exist between Kansas and Oz, and what they share or not. In our work, both the host and guest images have each one their own and separate kernel, allowing to safely make changes into the guest image from the host.

The Squeak interpreter simulator [IKM+97, Mir11] was born as a project to enable the development of the Squeak image and virtual machine from Squeak itself. With the interpreter simulator, a Squeak virtual machine is programmed using Squeak objects. The simulator reifies virtual machine related concepts such as the object memory, execution stack, interpreter and process schedulling. Thus, the interpreter simulator allows to load a smalltalk image inside an object...
memory instance and manipulate it freely from the host image. Regarding the internal details, the host virtual machine interprets the object memory instance as a single byte object. The host garbage collector does not traverse the graph inside the simulator object memory avoiding the problems of sharing the object memory as in Oz. The interpreter simulator has its own reference to the special objects array inside its object memory, for what no virtual machine changes are needed. From the external point of view, the interpreter simulator does not encapsulate properly the objects inside the object memory nor provides a high-level API for their manipulation as the membrane present in Oz.

7. Conclusion and Future Work
This paper explores image virtualization for object oriented reflective systems such as Smalltalk. We present Oz, an object space based solution for image virtualization. Oz object spaces provide services to control and manipulate Smalltalk images, without enforcing the inclusion of extra libraries inside them. In particular, Oz object spaces allow image surgery and the manipulation of an image’s execution from the language.

Oz object spaces encapsulate and enclose their inner image by creating a membrane of objects responsible for its communication and control. The membrane is composed by a façade object which reifies the object space, and mirrors that control the communication between the host and single objects inside the object space. This façade and mirrors hide the internal details of the object space, such as its internal representation, memory layout or threading model. This encapsulation property may allow to implement alternative Oz object spaces, polymorphic with the current one. For future research we would like to explore the object space API for controlling remote images and how it relates to distributed images.

Oz presents a green thread scheme of execution. It virtualizes processes and avoids concurrency problems by enforcing mutual-exclusion of the execution of different images. As future work, we want to explore the introduction of operating system threads to take advantage on the latest multicore CPUs, take control of them through the object space and account their consumed resources through the language.

For future work, we would like to explore Oz as an infrastructure for developing customized Smalltalk kernels and software analysis.
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A. Appendix: The Special Objects Array

In this appendix the present an overview of the special objects array used by the Pharo platform. We present for each of its indices: (a) the object to be found, (b) if that object is mandatory for the virtual machine and (c) relevant comments. If the object is not mandatory for the virtual machine, a nil reference will took the place most certainly.

We emphasize in **bold** the objects required so far in Oz in order to be able to introspect an image. The availability of literal classes can be replaced by the availability of the *system dictionary* and the required class names in the membrane configuration.

<table>
<thead>
<tr>
<th>Array Index</th>
<th>Required in Pharo Stack VM core</th>
<th>Object</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x</td>
<td>nil</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>x</td>
<td>false</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>x</td>
<td>true</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>x</td>
<td>Scheduler association</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>x</td>
<td>.Bitmap class</td>
<td>Required only for graphics.</td>
</tr>
<tr>
<td>6</td>
<td>x</td>
<td>SmallInteger class</td>
<td>Required only for graphics.</td>
</tr>
<tr>
<td>7</td>
<td>x</td>
<td>ByteString class</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>x</td>
<td>Array class</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>x</td>
<td>System dictionary</td>
<td>Elemental: without it, Oz cannot reach all classes in the image.</td>
</tr>
<tr>
<td>10</td>
<td>x</td>
<td>Float class</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>x</td>
<td>MethodContext class</td>
<td>This class does not exist any more in Pharo.</td>
</tr>
<tr>
<td>12</td>
<td>x</td>
<td>BlockContext class</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>x</td>
<td>Point class</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>x</td>
<td>LargePositiveInteger class</td>
<td>Required only for graphics.</td>
</tr>
<tr>
<td>15</td>
<td>x</td>
<td>Display class</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>x</td>
<td>Message class</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>x</td>
<td>CompiledMethod class</td>
<td>Not used by the Virtual Machine</td>
</tr>
<tr>
<td>18</td>
<td>x</td>
<td>Low space semaphore</td>
<td>Used to signal low space</td>
</tr>
<tr>
<td>19</td>
<td>x</td>
<td>Semaphore class</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>x</td>
<td>Character class</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>x</td>
<td>doesNotUnderstand: selector</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>x</td>
<td>cannotReturn: selector</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>x</td>
<td>Low space process</td>
<td>The Virtual Machine uses this internally. Not used by the language.</td>
</tr>
<tr>
<td>24</td>
<td>x</td>
<td>Special selectors array</td>
<td>An array of the 32 selectors compiled as special bytecodes.</td>
</tr>
<tr>
<td>25</td>
<td>x</td>
<td>Character table</td>
<td>An array of the 255 Characters in ascii order.</td>
</tr>
<tr>
<td>26</td>
<td>x</td>
<td>mustBeBoolean selector</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>x</td>
<td>ByteArray class</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>x</td>
<td>Process class</td>
<td>Not used by the Virtual Machine.</td>
</tr>
<tr>
<td>29</td>
<td>x</td>
<td>Compact classes array</td>
<td>An array of up to 31 classes whose instances have compact headers.</td>
</tr>
<tr>
<td>30</td>
<td>x</td>
<td>Delay semaphore</td>
<td>Used if scheduling timers only.</td>
</tr>
<tr>
<td>31</td>
<td>x</td>
<td>Interrupt semaphore</td>
<td>Used for VM side interruption.</td>
</tr>
<tr>
<td>32</td>
<td>x</td>
<td>Float prototype</td>
<td>Not used by the Virtual Machine.</td>
</tr>
<tr>
<td>33</td>
<td>x</td>
<td>LargePositiveInteger prototype</td>
<td>Not used by the Virtual Machine.</td>
</tr>
<tr>
<td>34</td>
<td>x</td>
<td>Point prototype</td>
<td>Not used by the Virtual Machine.</td>
</tr>
<tr>
<td>Array Index</td>
<td>Required in Pharo Stack VM core</td>
<td>Object Details</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------</td>
<td>----------------</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>x</td>
<td>cannotInterpret: selector</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td></td>
<td>MethodContext prototype Not used by the Virtual Machine.</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>x</td>
<td>BlockClosure class</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td></td>
<td>BlockContext prototype Not used by the Virtual Machine</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>x</td>
<td>External objects array Array of objects referred by external code.</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td></td>
<td>Mutex Not used by the Virtual Machine.</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td></td>
<td>LinkedList for overlapped calls in CogMT Used by another Virtual Machine implementation.</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td></td>
<td>Finalization Semaphore</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td></td>
<td>LargeNegativeInteger class</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td></td>
<td>ExternalAddress class Used for FFI calls.</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td></td>
<td>ExternalStructure class Used for FFI calls.</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td></td>
<td>ExternalData class Used for FFI calls.</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td></td>
<td>ExternalFunction class Used for FFI calls.</td>
<td></td>
</tr>
<tr>
<td>48</td>
<td></td>
<td>ExternalLibrary class Used for FFI calls.</td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>x</td>
<td>aboutToReturn:through: selector Used to notify of unwind contexts.</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>x</td>
<td>run:with:in: selector For objects as methods usage.</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td></td>
<td>Immutability message Not used in Pharo.</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td></td>
<td>FFI errors array Not used by the Virtual Machine.</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td></td>
<td>Alien class Used for FFI callbacks.</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td></td>
<td>UnsafeAlien class Used for FFI callbacks.</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td></td>
<td>WeakFinalizer class. Used in Weak finalization.</td>
<td></td>
</tr>
</tbody>
</table>
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Abstract
The Pharo Smalltalk-inspired language and environment started its development with a codebase that can be traced back to the original Smalltalk-80 release from 1983. Over the last years, Pharo has been used as the basis of many research projects. Often these experiments needed changes related to the compiler infrastructure. However, they did not use the existing compiler and instead implemented their own experimental solutions. This shows that despite being an impressive achievement considering its age of over 35 years, the compiler infrastructure needs to be improved.

We identify three problems: (i) The architecture is not reusable, (ii) compiler can not be parametrized and (iii) the mapping between source code and bytecode is overly complex.

Solving these problems will not only help researchers to develop new language features, but also the enhanced power of the infrastructure allows many tools and frameworks to be built that are important even for day-to-day development, such as debuggers and code transformation tools.

In this paper we discuss the three problems, show how these are solved with a new Compiler model. We present an implementation, Opal, and show how Opal is used as the bases for many important tools for the everyday development of Pharo 3.

1. Introduction
A lot of research has been done with Pharo and Squeak in the past. Examples are Bytecode Manipulation with Bytesurgeon [DDT06], Advanced Reflection [DDLM07, RDT08, DSD08], Typesystems [HDN09], Transactional Memory [RN09] or Omniscient Debuggers [HDD06, LGN08].

All these research experiments implemented by changing the compiler of Pharo/Squeak, and sometimes combined with virtual machine(VM)-level changes. In contrast to VM-level changes, compiler based experiments have many advantages: the compiler is implemented in Smalltalk, therefore the standard tools and debugging infrastructure can be used. In addition, the models realized in Smalltalk tend to hide technical and low level details compared to an implementation at VM-level.

One of the reasons why the Pharo Project was started originally is the idea to create a feedback loop for the development of the system itself: we revisit successful research results and integrate them back into the system. This way, future researchers can build on top of the results of prior work instead of always starting from scratch.

Opal is the compiler infrastructure used for past research experiments. The code-base has been used in experiments over the years.

The compiler framework described in this paper is the result of revisiting the experimental code with the result of a compiler that is stable and clean to be integrated in Pharo 3 with the goal of removing the old compiler in Pharo 4.

1.1 The Smalltalk Compiler
In a traditional Smalltalk system, Smalltalk code (text) is compiled to bytecode. This compilation happens on a per method basis when the programmer saves an edited method.

The Smalltalk bytecode is a traditional stack-based bytecode, the bytecode set of Pharo is taken from Squeak and therefore an extension of the original Smalltalk 80 bytecode with extensions to support block closures as implemented by the Cog VM [Mir11].

The Smalltalk bytecode set provides some ways for the compiler to optimize code statically: Loops and conditionals are compiled to jump instructions and conditions. As the traditional Smalltalk system provides a decompiler from bytecode to text, no other optimizations are done. The goal is to be able to re-create the original source from bytecode, which would be impossible in the presence of any serious optimizations.

As such, Opal right now too compiles to exactly the same bytecode as the old compiler.

It should be noted that in a modern Smalltalk VM, there is a second compiler, a so-called JIT compiler, in the VM that compiles the bytecode to native code. This paper is not concerned at all with this VM-level compiler.
1.2 Smalltalk Language Tools

Besides the compiler, many IDE-level tools in Smalltalk reason about code. In the following we give a short overview.

**Refactoring Engine.** The prime example is the Refactoring Engine [RBJ97] which is the basis of all transformations related to refactoring. As the original AST of the Smalltalk compiler was not designed for transformations, the RB implements its own parser and AST.

**Syntax Highlighting.** As any modern IDE, Pharo supports syntax highlighting in real time while the developer types. Syntax highlighting is implemented using its own parser and representation of code, not reusing any parts of the compiler or the refactoring engine.

**Debugger.** The debugger is a central tool for the Smalltalk developer. Often development happens right in the debugger. To support highlighting of the execution when stepping, the debugger needs to have a mapping from bytecode to source code. This mapping can only be provided by the compiler, making the debugger reliant on the compiler in a non-trivial way.

In this paper we analyse the problems that the old compiler framework poses. We identify in Section 2 the following problems:

1. The architecture is not reusable,
2. The compilation can not be parametrized,
3. The mapping between source code and bytecode is overly complex.

We present a model for a new compiler (Section 3) to solve these problems. After we discuss implementation details (Section 4), we validate the new infrastructure by showing benchmarks and the tools that are build on top of Opal (Section 5). After a short discussion of related work (Section 6) we conclude with an overview of possible future work in Section 7.

2. Problems of the Current Compiler

Pharo uses nowadays a direct child of the original Smalltalk-80 compiler. Despite being an impressive piece of work for the eighties, the architecture shows its age. As a result, the compiler framework (scanner, parser, AST) are not used by other parts of the system. For example, the refactoring engine uses its own AST.

**Reusable architecture.** There are modularity problems in all the levels of the compilation toolchain. At the AST-level, Pharo uses different AST implementations. To be consistent (and for maintainability purposes), there should be only one AST for the whole system, not one AST per feature.

Then, on the semantic analysis-level, another problem is raised. The AST is dependent on the compiler to the point that the semantic analysis has side-effects and modifies the AST. After code-generation, the AST is therefore only usable by the compiler. Again, the semantic analysis should be reused in the system and implemented only once.

Lastly, at bytecode-level, no intermediate representation exists in the compiler. Therefore, the existing compiler backend cannot be used elsewhere.

**Source code mapping.** Another issue is the complexity of the debugging features. According to the current bytecode set of Squeak and Pharo, the bytecode representation is not aware of the names of the temporary variables, but only about their indexes. The bytecode representation does also not know about the highlighting range. To be able to get the temporary variable names and the highlighting range, we need to implement a mapping between the bytecode and the AST. This mapping is complex, especially for blocks and even more so for inlined blocks.

**Parametrized compilation.** Pharo developers would like to compile certain parts of the system differently, reaching from a bunch of methods up to a larger set of classes. For example, with the old compiler a set of classes can not be recompiled without automatic inlining of conditional messages. Another parametrization that would be interesting is to be able to plug in different classes for the compilation passes like parsing, semantic analysis or code generation.

**Problem Summary.** How can we have a flexible compiler with reusable and high-level intermediate representations?

The Opal compiler offers a solution to these problems. The flexibility comes from its pluggable architecture: you can easily change the object managing a part of the compilation chain. Opal relies on reusable representations as the RB AST or the bytecode-level intermediate representation (IR).

3. Opal: A Layered Compiler Chain

In this section we present the design of Opal from a high-level point of view.
3.1 The Opal Model

Explicit compilation passes. As shown in Figure 2, the Smalltalk code is parsed with RBParser to the RB AST. Then the OCSemanticAnalyser annotates it. The ASTTranslator visits it, building the IR with IRBuilder. Lastly, the IRByteCodeGenerator generates bytecode out of the IR.

3.2 Annotated RB AST: a Reusable Code Representation

Instead of creating a whole new representation, Opal reuses the AST from the refactoring browser. In addition, the semantic analysis does not change the AST, but only annotates it. This guarantees the reusability of the representation.

On the figure Figure 3, we can see the class diagram of the RB AST. All nodes inherit from the same superclass RBProgramNode. This way, they all have two main states: properties, which is a dictionary for annotations and parent, which is a back pointer to the outer node.

3.3 Compilation Context

When compiling a method to bytecode, we need to pass some objects along the compilation chain. For example, the old compiler used to pass:

- the requestor: this object corresponds to the UI element that holds the text to compile. This is needed because it permits for example to write error messages directly in the morph text instead of raising an error. For example, if we compile `[:y | [:y | y ] ]`, we will get `[:y | [ Name already defined ->:y | y ] ]` instead of an error.

- the failBlock: is executed when the compilation fails in interactive mode. Usually this happens because the source code was incorrect and an error was raised.

All this information is needed. But the issue with this approach is that it requires to always pass along these object through the whole compilation toolchain. The resulting methods with excessive numbers of arguments are hard to maintain and not nice to use. For example, we have in the old compiler:

Parser>>parse:class:noPattern:context:notifying:ifFail:
Compiler>>compileNoPattern:in:context:notifying:ifFail:

To increase the modularity of Opal, we needed to add even more arguments, most of them being booleans. We decided to add the CompilationContext object. This object holds all these arguments and in general all information that is of interest in later phases of the compiler. As Figure 4 shows, the context is passed through to the whole compilation chain.
3.4 IR: An Explicit Intermediate Representation

We discuss the intermediate representation (IR) of the Opal Compiler. The following shows the class hierarchy of the IR:

```
IRInstruction
  IRAccess
    IRInstVarAccess
    IRLiteralVariableAccess
    IRReceiverAccess
    IRTempAccess
      IRRemoteTempAccess
    IRThisContextAccess
  IRJump
    IRJumpIf
    IRPushClosureCopy
  IRPop
  IRPushArray
  IRPushDup
  IRPushLiteral
  IRReturn
    IRBlockReturnTop
  IRSend
  IRTempVector
IRMethod
IRSequence
```

This intermediate representation is modeling the bytecode yet abstracts away from details. It forms a Control Flow Graph (CFG). IRInstructions are forming basic blocks using IRSequence, these sequences are concatenated by the last instruction which is an IRJump.

Opal has an explicit low-level representation for three main reasons. Firstly, it gives to the user the possibility to easily transform the bytecode. Secondly, it simplifies a lot the debugging capabilities implementation of the system, as explained in Section 4.2. Lastly, this representation provides an abstraction over the bytecode, letting the whole compilation chain of Opal independent of details of the bytecode representation. A dedicated backend visits the IR (IRBytecodeGenerator, as shown in Figure 2).

3.5 Debugging Features

The AST with semantic analysis and its IR, provide the basis to map between all the representations. For example, mapping between bytecode offset and text. Details are explained in Section 4.2.2.

4. Opal Implementation Details

In this Section, we will present some of the implementation details of Opal. We will discuss two aspects: first the compilation context and how it enables Opal to be parametrizable and pluggable. Second we discuss in detail the infrastructure implemented for mapping text with AST, IR and low-level offsets in compiled code.

4.1 Compilation Context

The compilation context is an object that holds state that is of interest to later passes done by the compiler. The class definition is shown here:

```
Object subclass: #CompilationContext
  instanceVariableNames: 'requestor failBlock noPattern class
    category logged interactive options
    environment parserClass semanticAnalyzerClass
    astTranslatorClass bytecodeGeneratorClass'
  classVariableNames: ''
  poolDictionaries: ''
  category: 'OpalCompiler-Core-FrontEnd'

  The instance variables all help to make Opal more customizable and to change the compilation chain. We present them one by one.

  Basic data.

  requester: this object corresponds to the user interface element that holds the text to compile.

  failBlock: this block is executed when the compilation fails.

  noPattern: this boolean tells if the text to compile starts with the method body or by the method selector.

  class: the class of the compiled object to know how to compile accesses to instance variables.

  category: the category where the compiled method should be located.

  logged: will the new compiledMethod creation be logged in the changes file.

  interactive: this compilation happens in interactive mode (Warnings are raised and stops the compilation) or in non interactive mode (Warnings are shown on console logging and does not stop the compilation).

  environment: points to the Smalltalk environment (usually an instance of Smalltalk image) where you compile. This is used for example for remote compilation.

  It should be noted that the current API follows to some extend the old implementation to make it easier to move the whole system to use Opal. In a second step, we plan to revisit the compiler API to simplify it.

  Compiler options. The Opal compiler proposes options. A programmer can specify them either on a per class basis by overriding the compiler method or on method basis with a pragma. These options are passed with the compilation context through all stages of the compiler and can be read and reacted upon on any level. The first set of options concern optimizations of control-structures and loops:

  • optionInlineIf
  • optionInlineIfNil
  • optionInlineAndOr
  • optionInlineWhile
This set of options controls automatic inlining of some message, such as ifTrue: and and:. There is no option to not optimize class as in Pharo the class is always a message send.

- **optionLongIvarAccessBytecodes**
  This option forces the compiler to generate long bytecodes for accessing instance variables. It is used for all classes related to MethodContext to support c-stack to Smalltalk stack mapping.

### Compiler Plugins

In some cases it can be useful to replace parts of the compilation chain. Therefore the programmer can change which class is used for each compilation phase. One can redefine:

- **parserClass**: changes the class that parses Smalltalk code and returns an RB AST. For instance a scannerless Parser could be used instead.
- **semanticAnalyzerClass**: changes the class that is performing the semantic analysis on the RB AST nodes.
- **astTranslatorClass**: changes who translates the RB AST to Opal IR intermediate representation.
- **bytecodeGeneratorClass**: changes the generator class used to create bytecode from the Intermediate representation. This is especially useful when experimenting with new bytecode sets.

#### 4.2 Opal Debugging Features

A central feature of any Smalltalk is its advanced debugger. To be able to implement a stepping debugger, there needs to be a mapping between the program counter on the bytecode-level and the text that the programmer wrote. In addition, we need to be able to access temporary variables by name.

##### 4.2.1 Debugger Highlighting

The AST nodes know their source intervals as they are recorded when parsing. Then, each IR instruction knows the AST node that generated them. Lastly, from each bytecode you can get the IR quite easily, as each IR node knows the index of the corresponding generated bytecode.

Therefore the mapping can be done easily at AST/IR-level. Figure 5 shows a complete example of mapping an offset in the bytecode to the source. The idea is to generate the AST and IR from the compiled method, then to map from bytecode to IR to AST and lastly to the source interval. So the mapping does not build up special data structures, but instead relies on annotations on the AST and the IR that are generated by the compiler. It should be noted that we need to do a full compilation of the method from the sources to get the correct AST and IR mapping.

**Figure 5. Bytecode to source code highlighting**

##### 4.2.2 Temporary Name Mapping

Temporary variables are accessed through an offset. For a simple temporary variable, the runtime representation of the method (called context) uses this offset to access the value of the variable. Moreover, Pharo supports blocks (commonly called closures). As these closures can live longer than their enclosing context, they also need their own runtime representation (context). Variables shared between closures and their enclosing contexts are stored in a heap allocated array named tempVector. Here is an example of a method with a block and shared variables:

```plaintext
SomeRandomClass>>foo
    ^  1  +  2  +  3
    | temp1 temp2 |
    temp1 := #bar.
    [ | closureTemp |
        closureTemp := #baz.
        temp2 := closureTemp value.
    ] temp2
```

We see in Figure 6 that the offset of the temporary variable `temp1` is 2 in the method context. `temp2`, being shared by both the block and the method context, is stored in a temp vector. So its offset, while being accessed from the block or the method context, is 1 to reach the temp vector, then 1 which correspond to the offset in the temp vector.

To speed up the execution, one optimization is implemented. The temporary variables that are read-only in the closure are not stored on the external array but passed to the block context similarly to an argument.

Temporary name mapping is the correspondence between these offsets and the variable name. This mapping can be complex: in Smalltalk, one can have several nested blocks in a method and in each block there might be some read-only
or written temporaries. This mapping is used for debugging (debugger and inspectors).

As an example for inspecting a context, the following code presents a simple temp access:

```smalltalk
SomeRandomClass>>example
| temp |
temp := #bar.
ˆ temp
```

The offset of the temporary variable `temp` is 1. Therefore, when we inspect a context, the result is just an inspector on an object that has offsets, as we see in Figure 7.

**Figure 6.** Runtime temporary variable storage

**Figure 7.** A basic inspector on a context

Programmers do not want to debug contexts with indexes of temporaries, but with temporary names (Figure 8).

**Figure 8.** A specific inspector on a context

**Temporary Names with Opal.** Similarly to the highlighting implementation, we want to reify all needed information at the AST-level. We leverage the information added to the AST in the semantic analysis phase of the compiler. This includes objects modeling temporary names and offsets as well as so called scopes for each method or block AST node. These scopes store defined variables and are used for mapping names to the objects describing the variables. Each node can therefore access the corresponding scope due to the parent relationship in the AST.

In figure 8, we can click on the `temp` entry. This displays on the right panel the value. To do this, the context needs to know to which offset correspond the temporary name `temp`. The context knows in this case for the temporary variable offset the associated value. It knows that offset 1 is associated to the value `#bar`. The context, being a representation of the method, can access its corresponding method AST node. The node then provides through scopes the offset information about the variable. Of course, this simple example becomes exponentially complex when we have multiple closures inside the methods with shared variables that need to be stored in temp vectors.

The temporary name mapping, now working on AST-level, works the same way for optimized blocks (`to:do:`, `ifTrue:ifFalse:`, `ifNil:ifNotNil:`, `and:`, `or:`) and non optimized blocks.

5. **Validation**

We have discussed three problems of the old compiler infrastructure in Section 2. We will show in the following how the new design of Opal solves the problems.

To show that the resulting implementation is usable in practice, we show benchmarks of compilations speed.

5.1 **Problem 1: Reusable Architecture**

Pharo 3 is moving many subsystems to use parts of the Opal Infrastructure. We highlight some of them.

**AST interpreter.** We implemented a complete AST interpreter on top of the annotated AST. The AST interpreter is written in Pharo, permitting to prove the reusability of the annotated AST. The interpreter is able to interpret all the tests of the Pharo Kernel, and they all pass.

**Hazelnut.** In the case of Hazelnut (CDF+11), a bootstrap of a new Pharo image from sources, Guillermo Polito uses Opal for the flexible features of the semantic analysis tool. As he needs to compile some smalltalk code not for the current Pharo environment, but for a remote image, he needs to change the way variables are resolved. He implemented his own semantic analyzer, with different bindings for variables, replacing the one from Opal. Lastly, he used Opal to compile the methods, with a different semantic analyzer that the default Opal one.
Metalinks. Reflectivity is a tool to annotate AST nodes with Metalinks. A Metalink annotates an AST node. Metalinks can be executed before a node, instead of a node, after a node, if the execution of a node yields an error or if the execution of a node yields no error. Once the AST of a method is annotated with some metalinks, a method wrapper replaces the method to handle the compilation of an expanded version of the AST that takes metalink into account and then installs the resulting method. This tool rewrites the AST nodes according to their metalinks. The new AST is recompiled thanks to Opal.

Class builder. The new Pharo class builder [VBLN11, VSW11] avoids class hierarchy recomputation when adding instance variables in the superclass chain. On the low-level, this means that when adding an instance variable, some existing instance variables have to shift the instance variable offsets. This is done, in the case of a compilation with Opal, with IR transformations.

Smart suggestions. While we are coding we usually want to apply actions on the current edited element. For example if we have selected a variable we may want to rename it. To do this, IDEs often have large menus, including the correct feature, usually with lot of options that do not apply to the selected element.

Smart suggestions show only the options that you can apply to the selected AST node. We use the current AST to do this through RBParser#parseFaultyMethod: and the Opal compiler semantic analysis. The best AST node corresponding to the selected text is calculated. Then the available suggestions are provided. The Opal semantic analysis provides the nature of a variable: temporary, instance or class to refine the suggestions.

Node navigation. Sometimes while browsing code we think in programming terms instead of text. For example we think in a message send or a statement instead of word, spaces or symbols. The idea is to use context information and let the programmer navigate the code thinking in those terms. In order to do this we find the best AST node and offer navigations in different directions:

Parent: The node that contains the selected one. For example if we have the code ‘aNumber between: anotherNumber’ and we are selecting the variable anotherNumber if we navigate to the parent the IDE highlights the message.

Sibling: The node in the same level that the selected. For example in a temporary variables definition: ‘| one two three |’ if we are in the variable one we can navigate to the variable definitions two or three.

Child: Node contained by the selected. For example if we in a message send: ‘aNumber between: anotherNumber’ we will go the parameter anotherNumber.

Syntax highlighting as you type. We want to color the code we are writing using all the available information, in order to be able to select the scope where we are or to show associated information for a specific piece of code. To do that we use the AST and the semantic analysis (we need the semantic analysis because we want to show different kinds of variables with different colors, like undeclared variables), through the RBParser#parseFaultyMethod: and RBParser#parseFaultyExpression: to obtain the AST representation.

The implementation is simple because we can define a new visitor defining the coloring algorithm. Once we define the coloring from each syntax representation we just visit the tree.

5.2 Problem 2: Source Mapping

To validate the new implementation of source code mapping, we use it as the basis for the debugger. Instead of implementing a dedicated map for the debugger (Debugger-MethodMap), we forward all requests to the AST (which is cached by the system). To test the performance, we perform a simple benchmark. We print the error message that prints the whole stack. This prints for each stack frame all the variables:

String streamContents: [:str | thisContext errorReportOn: str ]

We execute this code in Pharo 1.4 which had a limited caching for the debugger map, as well as in Pharo 3 for both the old and the new compiler:

<table>
<thead>
<tr>
<th></th>
<th>Pharo 1.4 (old compiler, simple cache)</th>
<th>Pharo 2 (old compiler, no caching)</th>
<th>Pharo 3 (new compiler, AST cache)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>11.7 per second</td>
<td>6.13 per second</td>
<td>51.7 per second</td>
</tr>
</tbody>
</table>

As we can see, the Opal strategy of using the annotated AST structure is faster than even the old compiler using the simple debugger map cache.

5.3 Problem 3: Parametrized Compilation

No automatic inlining. To prove the flexibility of the Opal compiler, a good example is not to inline some messages in some classes or methods of the system. As an example, we can advice the compiler to not inline the if statement with a pragma. With the old compiler, the if condition, sent on a non boolean object, as a symbol, raises a NonBooleanReceiver error. On the opposite, with Opal compiler, the if condition, also sent on a symbol, raises a MessageNotUnderstood error.

MyClass>>foo
<compilerOptions: - optionInlining1>
  ^ #myNonBooleanObject ifTrue: [ 1 ] ifFalse: [ 0 ]

MyClass new foo
"With the old compiler, raises a runtime error NonBooleanReceiver"
"With Opal compiler, raises a MessageNotUnderstood error"

This aspect is useful for different reasons. For example, researchers might want to experiment with new boolean implementations. They could want a boolean system with true,
false and maybe. In this case, they needed to implement the new boolean messages with different names, creating a non readable smalltalk code, because they were not able to use the selector ifTrue: ifFalse: or other optimized constructs. Other examples are proxies for booleans, symbolically executing code for type information and others.

The downside is that the non-optimized code is just produced for the methods or classes explicitly compiled with this option. To scale this to all code of the system, we recompile non-optimized code when a mustBeBoolean: exception is raised. The nice property of this solution is that it only slows down the case where an optimized construct is called on a non-Boolean object.

5.4 Compilation Benchmarks

Even though the Opal model is introducing an Intermedia Representation (IR) and using multiple visitor passes, the resulting compiler is comparable in speed.

The benchmarks were run on a MacBook pro, on Mac OS X (Version 10.8). The machine had 8 Gb of RAM (1600MHz DDR3) and an Intel Core i5 processor of 2.5 Ghz. The SMark framework provides a precise average time of each benchmark run including error margin.

Compilation Speed. We first compare the two compilers with regard to compilation speed when recompiling classes. This exercises the whole compiler toolchain from parser down to bytecode generation and therefore gives a real world view on compilation speed. In the following table we compare recompiling the whole image and recompiling Object class:

<table>
<thead>
<tr>
<th></th>
<th>Recompile</th>
<th>Opal Compiler</th>
<th>Old Compiler</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object class (ms)</td>
<td>296.66 ± 0.98</td>
<td>222.9 ± 2.4</td>
<td>72120 ± 189</td>
</tr>
<tr>
<td>Whole image (ms)</td>
<td>72120 ± 189</td>
<td>49908 ± 240</td>
<td>49908 ± 240</td>
</tr>
</tbody>
</table>

As we can see, the factor between the compilers is around 1.4. Considering that Opal generates a reusable AST with annotations for semantic analysis and uses a dedicated IR representation for the bytecode generation, this performance is acceptable. Especially considering that we can use the low-level IR backend in cases where speed matters, as the next benchmark shows.

IR Benchmarks. The intermediate representation of Opal allows the programmer to manipulate the high-level IR instead of the low-level bytecode, AST or text. Manipulating bytecode directly is not practical due to hard coded jump offsets and the need to create new method objects if things like number of literals or the max depth of the stack changes. Using the high-level text or AST model for manipulating code can lead to performance problems, even when using the faster old compiler. An example for this is recompilemations of class hierarchies when adding instance variables high up in the class hierarchy.

Opal provides the possibility to manipulate the IR representation instead. To assess the performance, we benchmark the speed of the IR backend. We show the times for:

- decompiling bytecode to IR,
- a full IR based roundtrip of decompiling and regenerating bytecode,
- generating bytecode from IR (difference of the first two).

All these are done on all methods of the complete system.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC -&gt; IR (ms)</td>
<td>2827.2 ± 4.0</td>
</tr>
<tr>
<td>BC -&gt; IR -&gt; BC (ms)</td>
<td>10533 ± 13</td>
</tr>
<tr>
<td>IR -&gt; BC (ms)</td>
<td>7706 ± 17</td>
</tr>
</tbody>
</table>

The benchmarks prove that manipulating IR is much faster than recompiling source code, both with the old or the new compiler. We can regenerate the whole bytecode of the Pharo 3 image in just 10 seconds instead of 50 seconds when recompiling with the old compiler.

This fast way to manipulate methods will be used by the new class builder when adding instance variables.

Runtime Speed. It should be noted that as the compiler generates the same bytecode, execution speed of the generated code is identical. We do therefore not provide any benchmarks.

6. Related Work

Smalltalk like languages implement a compiler from text to bytecode in Smalltalk and make it available reflectively. This is not the case with many other languages. In most languages, the compiler is a stand-alone application not visible for compiled programs. As such, all the compiler, IDE and tools are seen as distinct and sharing implementations between them is not common. In turn, compiler frameworks that enable experiments are done as external tools without the goal of replacing the main compiler of the language.

Polyglot [NCM03] is an extensible compiler framework that supports the easy creation of compilers for languages similar to Java. A newer example is JastAdd [EH07], a compiler framework for Java that is build using a special Java-like AOP language. It has seen a lot of use in recent implementations of AOP systems in Java.

All Smalltalk-like languages contain a compiler very similar to the old Compiler of Pharo. It is available in the language, but changing it is difficult. The easiest way to reuse the compiler is to copy the code and change it. An example of this is the Tweak extension of Smalltalk used in Croquet [SKRR03].

7. Future Work and Conclusion

In this paper we have presented Opal, a new Compiler infrastructure for Pharo. Opal solves some problems that where found when using Pharo for numerous research prototypes: (i) The architecture is not reusable, (ii) compilation can not
be parametrized and (iii) the mapping between source code and bytecode is overly complex. As shown, Opal solves these problems by being based on a modular design using a compilation context and keeping the mapping explicit.

We have validated Opal by presenting benchmarks and shown a number of tools and frameworks that build using it. Opal is already used as the default compiler of Pharo 3.

There are many possible directions for future work, for example:

Compilation time optimizations. As seen in Section 5.4, Opal compiler is now 1.4 times slower than the old one. With this, Opal is already fast enough for productive use. However, we plan to conduct extensive profiling and optimization passes after the compiler has been integrated in Pharo 3.

Optimizations on IR. Currently, optimizations are done by the ASTTranslator. For example, the inlining of block for ifTrue: or whileTrue: is done by analyzing the AST. However, the AST makes it hard to analyze since there is no explicit representation of control flow. Therefore, the correct place for these optimizations would be on the IR-level as the IR is a CFG (Control Flow Graph). We plan to simplify the AST to IR translation and to move the optimizations to the IR-level.

Experiment with Opal. The flexible features of Opal permits to conduct experiment more easily. We would like to experiment statically available information for optimizations. For example, it is easy to inline message sends to globals. In addition, simple limited type inference schemes are interested to explore.
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Abstract

A cabled sea floor observatory is an infrastructure composed of a network of sensors that aims to study the oceans. Such networks present two drawbacks: the large amount of acquired data prevents manual processing, and a lot of irrelevant data degrades the treatment efficiency. To smartly reject irrelevant data, filtering must happen at the source. This requires the design of complex sensors that support concurrent operations to mix acquisition, treatment and dissemination of data. Such sensors are called smart sensors.

Simulation using adequate models of concurrency can help in the design activity of smart sensors. In this paper, we present a framework based on Models of Computation (MoCs) to model concurrency in a smart sensor software that are implemented using actors. This framework enables to rapidly test alternatives of architecture in the early stages of the design process. Some actors implement the computation behavior, some others implement the communication behavior. This distinction promotes agility during the exploration phase. Several MoCs are investigated among which, Kahn Process Network (KPN), Communicating Sequential Process (CSP) and Synchronous Data Flow (SDF).

The framework implementation relies on Scala at first, while Smalltalk and then the Biniou framework are used to speed up the process, through alleviating the need for a software simulator and compiling to hardware platforms instead.

Keywords  Actor, Model of Computation, Smalltalk, Scala

1. Introduction

In 2008 the European Council published the directive 2008/56/EC which obliges European states to check the water quality in their coastal area on the long term. This raises the interest for coastal sea floor observatories. An example of such a project is the MeDON (Marine eData Observatory Network) observatory deployed near Brest in France[14]. The usual structure of a cabled sea floor observatory is a network of sensors and one or more servers. Sensors acquire data and servers perform computations on this data. The acquisition and the computation processes can be achieved concurrently. A drawback of a cabled sea floor observatory is that it generates a huge amount of data to process and to store. Moreover, the data exhibits a lot of redundancy and noise, impeding the computation efficiency of the servers. A way to address this issue is to delegate some parts of the computation to smart sensors, as suggested by Spencer et al. [30].

A smart sensor consists of a sensing device that acquires some data and a microprocessor that performs computations on this data. For example, an hydrophone monitors the underwater sound level. The hydrophone can compare real-time acquired data to a computed average sound level. If the current level is higher than the average one, the hydrophone can directly switch a camera on without resorting to a server.

Delegating some of the data computation to smart sensors reduces the amount of the data to be processed by the servers. A smart sensor can perform multiple tasks such as the acquisition, the processing, and the dissemination of data. For example, a smart sensor built around an HD camera acquires images, detects shapes in these images, and broadcasts the shape classification over the network. When an image is acquired, it can be either computed by a single process or by multiple processes, depending on its size or its complexity. In the latter case, the designer has to decide (1) how to divide the input image and dispatch sub-images among processes and (2) how to recombine the results of the computations on the sub-images. Such operations require concurrency to be carefully handled between the processes of the smart sensor. To handle multiple processes, different concurrent software architectures can be envisioned; the designer has to choose the one that best fit his needs, in terms of e.g., speed, memory usage, and image precision.

In this paper, we present an experimental framework to rapidly test different alternatives of concurrent software architectures. This framework relies on the actor model as described by Agha [2]. The actor model offers a simple programming structure to define concurrent applications. Our framework implements a range of existing models of concurrency and communication that provide various ways to exchange data and synchronize processes. These models, also called Models of Computation are: Kahn Process Network (KPN) [16], Communicating Sequential Process (CSP) [13] and Synchronous Data Flow (SDF) [21]. Specifically, the framework aims to help designers to:

• test the functionalities that they implemented in a smart sensor;
• simulate different alternatives of concurrent software architectures;
• adjust the alternatives until reaching a solution satisfying their needs.

A first implementation, written in Scala, serves as a baseline, allowing to meter the gains that using Smalltalk offers. The Scala language, which integrates the actor model, has the advantages of running on the Java Virtual Machine, then supports integration of existing pieces of code written in Java, and to be wide-spread in the industry.
Smalltalk has already been used in the context of multi-agent systems [25]. The agent formalism can be used to describe networks of smart sensors, where smart sensors are viewed as autonomous entities (the agents) that communicate with each other in order to perform a mission. Smalltalk also addresses the issue of programming virtual machines that support multiple concurrency mechanisms [23].

Also Smalltalk has been used to [19] set up Biniou, a framework that describes applications as a set of concurrent processes, prior to synthesizing the application onto a reconfigurable device. This process, often referred as high-level synthesis (HLS), can either rely on global scheduling or on distributed scheduling, with either a known behavior or inter modules arbitrary synchronizations. The benefit of using Biniou is to easily stress some design options, while providing a hardware speedup compared to a pure software execution. Besides, as Biniou embeds debugging (observability, controllability) features within the generated hardware, this speed up comes at no cost in term of exploration and analysis.

Our contributions are as follows:

**an actor-based framework for prototyping smart sensors** We have defined a framework based on the actor model to ease the prototyping of smart sensors. This framework separates the computation concerns from the communication ones in the software design of a smart sensor.

**two implementations of our framework** We have experimented the underlying model of our framework in two languages: Scala and Smalltalk.

**a case study of our framework** We have applied our framework on a case study useful for seafloor observatories. This case study is a basic application to detect edges in an image captured by a camera.

The rest of the paper is organized as follows. Section 2 first describes some related work and summarizes the definitions used in the paper for the main concepts. Section 3 provides more details on the context and our motivations. Section 4 delves into the choices made for the implementation of our framework. Section 5 demonstrates the usage of our framework on a simplified example of Smart Sensor.

**2. Related Work**

The modeling of embedded systems in general and of sensors in particular has been studied in various ways. This section provides background and focus on the notion of Model of Computation (MoC) and Actors, as they both drive our modeling.

**2.1 Background**

SensorML [4] has been used for describing the specification of sensors with a XML format. The XML Schema of SensorML is standardized by the Open Geospatial Consortium. In SensorML a sensor has a series of attributes and may be composed of processes linked together. Robin and Botts [26] demonstrated the use of SensorML to describe chains of processes and to analyze acquired data. SensorML describes the relationships between processes but it neither provides a description of the communication nor the synchronization mechanisms between processes.

Diallo et al. [7] leverage MoCs to describe the communication semantics within models in the Model-Driven Engineering context. They define a modeling language called Cometa that enables to model the communication and synchronization mechanism defined by a MoC.

ThingML [9] is a Domain-Specific Language for modeling resource-constrained systems such as smart sensors. A Model Driven Engineering approach is promoted, using nested state machines to model the behavior. Several model-to-code transformations are defined and target the Java programming language, the Arduino family of board and the Atmel AVR and TI MSP chips. As the final aim of ThingML is to generate code, the designers of the system must be highly confident in their model and transformation engines.

FlowTalk [3] is a high-level programming language derived from Smalltalk to program sensors. FlowTalk identifies the use of time-consuming operations such as reading sensor values or access to the network. Code in NesC (a derivative of C) that optimizes the use of the computing resources is then generated. FlowTalk focuses on the sequential programming of the sensors. Our approach focuses on the concurrent architecture of the software of the sensor.

Several tools or language libraries implement specific MoCs. Communicating Sequential Process is implemented in the Java Programming Language with JCSP or in Scala with Communicating Scala Objects [32]. A SDF-based approach can be found in industrial tools like Scade Suite [33]. However, these tools are restricted to one Model of Computation. Since we want to explore architecture that may mix different MoCs we need a tool that implements various MoCs.

Ptolemy [8] is an analysis tool for heterogeneous systems based on Models of Computation. Ptolemy is a graphical system modeling tool. Models are executable through a thread-based Java implementation. In Ptolemy, designers can choose only one MoC to model communication for a given network of processes. In contrast, our actor-based framework allows designers to use multiple MoCs to manage different styles of communication between processes.

ForSyDe [27] is both a tool and a Model-Driven Engineering methodology for the design of system on chips (SoC) based on Models of Computation. MoCs in ForSyDe are implemented in Haskell. The proposed methodology is based on the use of modeling during the whole design cycle. The model is refined incrementally until the designer gets a model ready for implementation on a SoC.

Our approach is synergetic with these works, as we describe concurrency between processes and we make explicit their communications and synchronizations. We offer a practical tooling to implement and simulate several alternatives of architecture enabling to verify various functional scenarios for concurrent applications. The simulations enable to select the design alternatives that best suit the needs of the system.

![Figure 1. Overview of a design process flow of a system architecture](image-url)
In Figure 1, we illustrate the design process flow of a system architecture. Our environment intends to serve as an exploration step (central left bubble) with fast, but coarse grained evaluations. Simulating architecture alternatives helps the designer to fully capture the functional requirements. Once done, architecture models are evaluated with other tools such as ForSyDe or Ptolemy to compare the results of the different analysis.

2.2 Models of Computation
A Model of Computation (MoC) for concurrent applications defines [22]:
1. the composition of the concurrent components in an application including the specification of computations inside a component;
2. the concurrency mechanisms that govern the execution of the components;
3. the communication mechanisms between the components.
MoCs are used to design embedded systems [15] such as smart sensors. They provide an abstraction of the concurrency that enables to design a system without having to take into account the implementation intricacies of concurrency on the actual system. This ability is particularly useful in the first phase of the design cycle when the final platform may not have been chosen yet.

2.3 Actor Model
The actor model is a paradigm that defines the components of a concurrent system as entities, i.e., the actors, that run in parallel and communicate asynchronously with each other [2]. An actor is able to send messages to other actors and to receive messages from them. Each actor has its own buffer to receive messages. When an actor sends a message to another it is never blocked. On the contrary, when reading data from its buffer, an actor is blocked if the buffer is empty.

In some languages such as Erlang [1] or Scala [11], actors are a language feature. In other languages such as Java (e.g. Kilim [31]) or Smalltalk (Actalk [5]), actors are provided through libraries.
In a former work, we showed that each concurrent processes of a smart sensor can be made of a thread with a FIFO to store received data. Our framework goes a step further in the use of actors to implement the processes of a smart sensor.

3. Context and Motivations
Unlike standard sensors, smart sensors have a microprocessor that enables to provide them with intelligence [30]. A smart sensor is able to acquire data, to perform computations on these data and to send the result of the computations over a network. A smart sensor is also able to modify its behavior according to data sent by other smart sensors. In the context of sea floor observatories, smart sensors are studied because their embedded intelligence enable them to automatically register into the sensor network of the observatory [34]. They are also able to reduce the amount of data that is sent on the network.

Because a smart sensor mixes hardware and software, faults and errors in such a system come either from software or hardware, or interactions between software and hardware. In sea floor observatories, recovering from a failure may require an on-site intervention using expensive equipments. As the underwater environment is very hostile, hardware failures due to unexpected causes have a high rate of appearance. As the software of a smart sensor is the easiest manageable part, a lot of pressure is put on the software engineers. They have to reduce the risks of pure software failures.

In order to ensure the quality of their softwares, software engineers use rigorous development methodologies supported by tools. For example, the International Council of System Engineering (INCOSE) [24] details such a system engineering methodology in its Systems Engineering Handbook [12]. In this methodology, the step of the system architecture design consists in defining different candidates of architecture and then in validating them. The validated architectures are compared to choose the one that best fits the system requirements. In order to validate the candidate architectures, simulation can be used. We are interested in the concurrent behavior of the system, the communication and synchronization. Simulation requires a way to ease the modeling of these aspects.

In small-size systems, it is tempting to develop the software of the smart sensor directly on the final platform. The software may mix portions of code at different levels of maturity. This can be the source of failures in the final system. In a complex system, it is essential to separate prototyping from final coding in order to obtain the required level of quality.

It is also required to abstract from the smart sensor platform. MoCs enable reasoning about the system at a high level, abstracting over the low-level (platform specific) details. This abstraction has the following advantages as shown in Figure 2:

- it enables to generate software for different platforms from the same model;
- it enables to perform simulation of the system on a platform agnostic simulation framework to validate functional properties;
- it ensures the coherence of the different generated software as communication and synchronization are well-defined.

![Figure 2. Benefits of using Models of Computations](image)

To design a smart sensor, architects must identify the functionalities of the system, as well as the way data are exchanged in the system. A prototyping framework should help the designers in these tasks. Prototyping is a way for designers to discuss with the client with a concrete support. Functions of the system can be incrementally prototyped with the client.

The exchange of data among the functions of the system has a great influence on the architecture of the system. For this reason, designers need to stress the different communication mechanisms to evaluate their influence on the functions of the smart sensor.

4. Implementation Choices
Actors provide a convenient way to program a concurrent application. We have experimented an implementation of MoCs with actors. This section highlights the choices we have made during the implementation.

4.1 Framework Architecture
Choosing the appropriate communication mechanisms in a concurrent application is challenging. For example, it requires to manage deadlocks or concurrent access to shared variables.

Instead of implementing a scheduler to simulate concurrency, we rely on actors provided by the implementation language of our framework. In doing so, we focus on the implementation of different communication mechanisms defined by MoC.
A disadvantage of actors is that they only have a single FIFO to receive the messages from other actors. Karmani and Agha [18] points out that this mechanism does not guarantee the order of reception of messages by an actor. They suggest the creation of dedicated communication channels between actors. Our framework follows this proposal; each channel of communication is associated to a Model of Computation to describe how the messages should be exchanged. This solution provides modularity: by reifying channels of communication, switching MoCs with each other is facilitated and the communication and computation concerns are separated.

A naive example of synchronization of concurrent processes is illustrated by Listing 1. This code creates two processes that communicate through a SharedQueue in Smalltalk. Since reading is blocking and writing is not, this implicitly describes a Khan Process Network synchronization scheme.

```
|channel|
channel := SharedQueue new.
[[true] whileTrue:
(channel nextPut:
     self produceData)
] for.
[[true] whileTrue:
(channel next]
] for.
```

Listing 1. A naive implementation of Khan Process network

In order to be modular and to enforce reusability, we use the Adapter design pattern [10]. We implement a MoC as an actor that is reactive to two messages:

- "Put": message sent by a writer process to send data on the channel;
- "Get": message sent by a reader process to read data on the channel.

Figure 3 shows the principles of the architecture of our prototype.

![Figure 3. Principle of the implementation](image)

As illustrated in Figure 3, we have defined a common protocol for data exchange between a concurrent block and a MoC block. To send data, a concurrent block (Computation Actor 1) should send a "Put" message to the MoC block and wait for an "Ack" message. To read data, a concurrent block should send a "Get" and wait for a "Data" message. In the case of MoCs that describe non-blocking write operations such as KPN or SDF, the MoC actor sends the "Ack" message as soon as it receives a "Put" message. As the MoC actor does not wait for the reception of a "Get" message, we can simulate a non-blocking write operation. Otherwise, the "Ack" message is sent when the synchronization between the writer and the reader processes can occur.

A simple implementation is proposed, based on three main classes: Actor, Channel and MocActor. The code in the Actor class does not depend on the used MoC as shown by Listing 2.

```
read
  "Get"
(self channels at: #input) postRequest: #req.
  "Data"
'(self channels at: #input) getAck

write: aData
  "Put"
```

Listing 2. The Actor's read and write operations

4.2 Implementation

We now illustrate the implementation of Communicating Sequential Processes, Kahn Process Networks and Synchronous Data Flows.

4.2.1 Implementing Communicating Sequential Process

Communicating Sequential Process (CSP) were introduced by Hoare and describes a network of concurrent processes, where communications are rendez-vous based [13]. Both write and read operations are blocking. CSP also offers a conditional rendez-vous mechanism that introduces non-determinism in the Model of Computation. To achieve non-determinism, multiple rendez-vous are started concurrently. Only the first rendez-vous that can be made is taken in account. The other rendez-vous are canceled as soon as the first one succeeded. In order to select which conditional rendez-vous must be started, a guard is used.

CSP is well suited for modeling systems that require tight synchronization between processes. An example is the dining philosopher problem that can be easily solved with CSP.

In our implementation, the rendez-vous between a producer and a consumer is managed by a dedicated Actor called CspRendezVous. The CspRendezVous actor implements several methods that handle incoming messages and execute a rendez-vous. Each method follows the same principles:

- it is called on reception of a trigger event;
- after reception of a message from a consumer, the method waits for a message from a producer and vice-versa;
- if a conditional rendez-vous is canceled then the original message must be put in queue again;

Figure 4 is an excerpt of the state machine implemented in the CspRendezVous actor. It details the reception of a "Get" message from a reading process.

![Figure 4. Part of the state machine of CspRendezVous to manage the reception of a Get message](image)

A method named executeGet is called after the reception of a "Get" message and it waits either for a "Put" message or a CondSnd message.

When a "Put" message is received the method executeRdv is called. This method performs the rendez-vous by sending an "Ack" message to the producer and a "Data" message to the consumer.

When a CondSnd message is received, a CheckIsFirst message is sent to the producer. This message informs the producer that the rendez-vous is possible. The producer notifies the first ready
CspRendezVous by sending an IsFirst message to the actor, which calls the executeRdv method. An example of the sequence of messages that are sent during a conditional communication is shown in Figure 5.

Conditional rendezvous are initiated by a specific actor that is able to start several actors which are competing to perform a rendezvous. This actor reacts to a Get or a Put message sent by an application actor. It also checks which rendezvous is successful at the first place and cancels the others.

4.2.2 Implementing Kahn Process Networks
The Kahn Process Network MoC describes a network of communicating parallel processes as an oriented graph [16]. In KPN, the communication are made through non-blocking write operations and blocking read operations. The communications are made through channels with an infinite FIFO. Processes in KPN can be created during the execution of the process network.

Kahn Process Network is useful in the modeling of systems based on data flows. Signal processing or scientific computing applications are example of data flow applications.

Our implementation is based on Kahn and McQueen’s implementation proposal [17]. The FIFO of a channel is managed by a dedicated actor called KpnChannel. The attributes of this actor are:

- queue The FIFO managed by the actor.
- hungryConsumer A consumer of data that is blocked on a read operation on the FIFO.
- isFinishReceived The flag that indicates that no more data will be received from the producer.
- monitor A specific actor that manages the different FIFOs.

The KpnChannel actor may receive three different messages: Get, Put, and Finish.

Figure 6 describes the state machine implemented in the actor KpnChannel.

When receiving a Get message, the KpnChannel actor checks if its queue is empty. If there is data in the queue, the KpnChannel sends the head of the queue to the consumer in a Data message. Otherwise, the KpnChannel checks if the isFinishReceived flag is set. In such a case, the KpnChannel sends the Finish message to the consumer and the KpnChannel kills itself. Otherwise, the attribute blockedConsumer is set and a message ReadBlocked is sent to the monitor. Then the KpnChannel waits for new messages.

When receiving a Put message, the KpnChannel first sends an Ack message to the producer. Then it checks if there is an hungryConsumer. In such a case, the KpnChannel sends a message Data to the hungryConsumer and a message ReadUnblocked to the monitor. The hungryConsumer attribute is set to null and the KpnChannel waits for new messages. Otherwise, the data received from the producer is enqueued and the KpnChannel waits for new messages.

When receiving a Finish message, if there is an hungryConsumer, the KpnChannel sends to it a Finish message and kills itself. Otherwise, the flag isFinishReceived is set to true and the KpnChannel goes on waiting for new messages.

The attribute monitor is a reference to an actor of kind KpnMonitor. Its role is to detect deadlocks. A deadlock occurs when all active process are blocked into a read operation. So the KpnMonitor keeps a count of the active process and of those blocked in a read operation.

4.2.3 Implementing Synchronous Data Flow
Like KPN, Synchronous Data Flow (SDF) describes communication with non-blocking write and blocking read operations [21]. SDF adds the constraint that the production or consumption rates on the communication links are constant and well known. As a result SDF offers the ability to pre-determine a scheduling of the involved processes. A SDF process begins by reading the required amount of data on each of its inputs, then performs its processing and finally writes a given amount of data on each of its outputs.

Unlike KPN, SDF can only be used when the data production rate of the different processes are known, as is the case in most of the signal processing applications.

Our implementation use a multithreaded dynamic schedule as described by Schaumont [28]. The actors of the application work concurrently. The scheduling of the actors is left to the underlying virtual machine.

The actor SdfChannel has an attribute nbElemToRead which defines how much data must be read by the consumer at each read operation. If there is not enough data in the FIFO then the read operation is blocked until the required amount of data is reached.

The SdfChannel actor receives either a Get or a Put message. The content of a Put message is a list of data. This list is dequeued to be inserted in the FIFO.

When a Get message is received, the size of the FIFO is compared to the nbElemToRead attribute. If it is superior or equal, nbElemToRead elements of the FIFO are dequeued to populate a List of data that is sent to the consumer. Otherwise, the consumer is blocked until enough data is available.

4.3 Using Scala and Smalltalk
Scala and Smalltalk both provide interesting programming mechanisms. An example is the collection manipulation methods such as map and filter in Scala and collect and select in Smalltalk. These methods ease the manipulation of data structures. An advantage of Scala is that it has built-in actors. In various projects of sea floor observatories [6, 14] the Java language is used. Since Scala runs on the Java Virtual Machine, it is possible to reuse existing code and to integrate third-party code written in Java or in our framework.

A big difference between Scala and Smalltalk lies in the type system. Even if Scala implements a type inference mechanism, it remains a statically typed language. It has the advantage of raising some errors at compile time. However, the type of each variable has to be inferred from the context or made explicit by the programmer. It has an impact on the use of generic messages for the communication between actors. For example, the Put message has an argument with the generic type Any (equivalent of Object in Smalltalk). The processing of the Any message in a consumer process requires type checking and casting before a clean use of the value carried by the Data message.

On the contrary, Smalltalk is dynamically typed: there is no need for type checking and casting. This produces a more readable code than in a statically typed language. Moreover, dynamic typing
Figure 6. State machine of the actor KpnChannel

seems more suited for fast prototyping purposes as changing the
type of a variable does not affect the whole code.

Listing 3. The CSP MoC in Smalltalk

```
process
[ | ack data |
  "read request, may be blocking"
  ack := (self channels at: #output) getREQUEST.
  "read data, may be blocking"
  data := (self channels at: #input) getREQUEST.
  (self channels at: #output) postAck: data.
  (self channels at: #input) postAck: ack]
 repeat] fork
```

Listing 4. The KPN MoC in Smalltalk

```
process
"Two processes"
[ | |
  "read data, may be blocking"
  self fifo nextPut:
    (self channels at: #input) getREQUEST.
  "automatic acknowledge"
  (self channels at: #input)
    postAck: #acknowledge
  repeat] fork.

[ | |
  "read request, may be blocking"
  (self channels at: #output) getREQUEST.
  "fifo access request, may be blocking"
  (self channels at: #output) postAck:
    self fifo next
  repeat] fork
```

These algorithms are used on the acquired data before they are
sent to a ground-based server. In the following, we simplified the
example. The acquisition part consists in reading an image file on
the disk. An example of image processing algorithm is the Sobel
edge detection algorithm. The data sending consists in writing the
result of the Sobel algorithm on the disk.

5.2 Exploring the Logical Architecture Alternatives

The exploration phase intends to determine the best solution when
describing the architecture as a set of communicating processes.
Not all of the processes have a direct mapping with a physical
device or sensor. Instead, the analysis focuses on functions being
executed, with a tradeoff to be found out, between simplicity of
simulation and accuracy of the modeled behavior.

5.2.1 Presentation of the Architecture Proposals

Multiple architectures may be used for this example. The simplest
alternative makes each block of the functional architecture become
a concurrent entity. Another possible breakdown is to decompose
the Sobel algorithm into multiple concurrent entities. This architec-
tural alternative is shown Figure 7.

Figure 7. Alternative for the logical architecture

The ImageReader is responsible for reading the image from a
file. For each pixel and for each color plane, the ImageReader cre-
ates a list of nine elements containing the different values associ-
ated to a pixel and its neighbors.

For each color plane, two convolution and a sum are required.
Each of them are transformed into concurrent entities. The Im-
ageWriter is responsible for creating an image from the values
coming from the sums.

As there are several concurrent entities, we need to ensure the
communication and synchronization of these entities. For example,
we need to ensure that the sum is performed on data that concerns
the right pixel.
5.2.2 Implementation using only CSP

The topology described in Figure 7 can be implemented directly using actors. However, the order of the messages received by the different actors is not guaranteed.

One possible solution to this issue is to use a highly synchronized system (rendez-vous based). This ensures that producer and consumer work at the same rate. As no data is produced until the previous one is not consumed there will be no inversion of data. However, this imposes strong constraints on the real system. It limits the number of processes able to run in parallel.

Each ellipse in Figure 7 is implemented as an actor with a computation role. Each arrow is implemented by a CspChannel actor. Each CspChannel actor handle the rendez-vous between two computation actors as described by CSP. The code of a computation actor contains instructions to send messages to and receive messages from CspChannel actors. These instructions are the only differences due to the use of our framework rather than a purely actor based implementation. An excerpt of the modified topology of the application, modeled based on CSP, is shown in Figure 8. The CspChannel actors that are added are represented in black.

![Figure 8. Topology of the application using CSP](image)

The use of CSP prevents an actor from acting on data before the tasks of the previous actors in the flow are not completed on their own input data. As a result, the order of the data at the inputs of the SumActor is kept.

The use of our implementation does not affect the logic of the actors composing the system but only the way data are exchanged. This agility only requires that for each sending of data we add code to receive the acknowledge from the MoC actors. In the case of receiving data, we have to add code to send a get request to the MoC actor and the code to wait for its answer.

5.2.3 Implementation using only KPN

In our previous implementation, we used CSP to make the different actors communicate. It ensures the correct treatment of the pixels making the input image. CSP puts strong constraints on the system. As the synchronization between the application actors is obtained through rendez-vous, the number of actors that are able to work concurrently is limited. This may reduce the overall performance of the application.

These constraints are useful when developing an application. They simplify the debugging process through offering a more sequential scheme to the designer. This level of constraints may not be necessary in the final application. Exploration - as previously stated - remains one of our more critical motivations beyond this work. The ability to switch between different MoCs is a key facility to support agility and incremental refinements at no cost in term of readability and understanding versus final performance tradeoff.

Another alternative to CSP channels, is to use a FIFO per required communications between two computation actors. This reduces the risks of reading data coming from the same sender twice. Besides, blocking read operation ensures that the consumer process will wait for incoming data. This corresponds to the KPN MoC.

In contrast to CSP, KPN enables a process that produces data to keep running while the consumer of its data is also running. This allows to have more processes running in parallel than with CSP. However, there is a lost of control over the communications. It is not possible to ensure that the system will have enough memory for the different FIFOs.

We made an implementation of this alternative with our framework using KpnChannel actors. No modification is required on the application actors as we defined a common interface for all implementation of MoCs. The only changes occur in the description of the topology of the application to obtain the topology shown in Figure 9. New instances of kind KpnChannel have to be created to replace instances of CspChannel. We are able to quickly change the type of communication or synchronization between actors in the application we would like to prototype.

5.3 Benefits of the Smalltalk debugger

From our point of view, in these experiments the main advantage of Smalltalk over Scala is its debugger.

Firstly the Smalltalk debugger is integrated in the development environment. When a fault occurs in an application the debugger is started. It enables to perform a post-mortem analysis of the application. It is possible to check the state of the different components of the application. On the contrary, Scala only provides a message corresponding to the exception that occurs in the running program. The advantage of Smalltalk is the ability to analyze deeply the reason of a failure as all information are available.

Secondly the Smalltalk debugger enables to make on-line modification on the code of the running application and on the values of the different variables. The Scala debugger only to modify the values of the variables. The Smalltalk’s debugger provides the ability to make a correction on the application and to continue the execution. It is an asset when performing fast prototyping as there is no need to perform the Code - Compile - Run cycle again.

The Redpill [20] environment reproduces most of the Smalltalk debugger features at a hardware level. This is critical as only hardware emulation can support scalability; at mid-term, we want to address massive sensor networks. Since Redpill has been developed using Cincom Visualworks, and is MoC oriented - despite only CSP is supported at this time - it offers a sound path to integrate our modeling and evaluation framework with hardware synthesis. Not only extending the set of supported MoCs makes sense, but it is part of our strategic research plan and lies at the heart of several key projects.

6. Conclusion and Future Work

Smart sensors appear as a solution for coping with the large amount of data acquired by a sea floor observatory. However they come at the price of an increased complexity. When designing the embedded software of a smart sensor the biggest challenges come from its inherent parallelism and concurrency.

In this paper we explored the use of different Models of Computation for modeling smart sensors. We created dedicated actors for...
the behavior of the communication described by the MoCs. This
enables to separate the computations from the communications and
synchronizations. Moreover, we defined a common protocol of data
exchange between the computation actors and the MoC actors. This
enables to have a modular simulation framework for concurrent ap-
lications defined with Models of Computations. This framework
will be used to help to define a candidate architecture for concurrent
applications.

In future work we will realize an hardware emulation of such
smart sensors, with no loss in term of observability and control-
ability of the execution. This will offer both faster execution and
scalable modeling. This direction takes a direct benefit from the
RedPill framework. Next, system integration will be considered.
Multiple abstraction layers and on-demand refinements will sup-
port addressing (smart) sensor networks. It’s a second dimension
for scalability, with qualitative enhancements in addition to quan-
titative scaling. This second direction will benefit from previous
work that we have led on the Cometa and Biniou frameworks.
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Abstract
Modern development environments handle information about
the intent of the programmer: for example, they use abstract
taxonomy trees for providing high-level code manipulation such
as refactorings; nevertheless, they do not keep track of this
information in a way that would simplify code sharing and
change understanding. In most Smalltalk systems, source
code modifications are immediately registered in a trans-
action log often called a ChangeSet. Such mechanism has
proven reliability, but it has several limitations. In this pa-
per we analyse such limitations and describe scenarios and
requirements for tracking fine-grained code history with a
semantic representation. We present Epicea, an early proto-
type implementation. We want to enrich code sharing with
extra information from the IDE, which will help understand-
ing the intention of the changes and let a new generation of
tools act in consequence.

Keywords  Source-code change meta-model; Collaboration;
Continuous Versioning; Explore-first Programming

1. Introduction
Modern integrated development environments (IDEs) can
have information about the intent of the programmer: they
use abstract syntax trees (ASTs) and provide high-level code
manipulation (such as refactorings [3]). Nevertheless, they
do not keep track of this information in a way that would
simplify code sharing and change understanding. For exam-
ple, after a few hours of work, developers might want to
separately share the different changes they have worked on:
documentation improvements, bug fixes, and feature addi-
tions are better committed separately to facilitate review and
backtracking. If each change were semantically recorded,
making separate commits would be much simpler: for exam-
ple, a method renamed could be seen as just one high-level
operation instead of many lines removes and added.

In this paper we describe scenarios, requirements, and an
early prototype, named Epicea,1 for tracking code history
with a semantic representation. Based on Epicea, we want
to enrich code sharing with extra information from the IDE,
which will help understanding the intention of the changes
and let tools act in consequence. For example, when a library
developer updates an API (e.g., by renaming a method), he
can provide a dedicated semantic change to the library users
so that they can update their client code automatically.

Structure of the paper. In Section 2 we describe the prob-
lem in current Smalltalk systems. In Section 3 a series of sce-
narios illustrate the key requirements for tracking changes
semantically. We summarise such requirements in Section 4.
We present the design of our prototype in Section 5. Sec-
ction 6 has screenshots of our prototype in action. After a
short overview of related work in Section 7 we conclude in
Section 8.

2. Analysis of Current Smalltalk Systems
In most Smalltalk systems [4] source code modifications are
logged immediately after any editing operation in a transac-
tion log, often called a ChangeSet.2 This transaction log acts
as a tape recording source code changes. The programmer
can navigate different versions of the code without requiring
a traditional version control system (VCS), such as git, svn
and Monticello. In addition, if the execution of the system is
interrupted (e.g., the virtual machine crashes or the process
is killed), then such a log can be explored to recover and
replay the sequence of changes.

While this log mechanism has proven to be reliable over
the years, it has the following problems:

Barely structured text. There is a lack of abstraction. The
log is a text file where each new event is appended at
the end, as a sequence of chunks. Instead of represent-

1 http://smalltalkhub.com/#!/~MartinDias/Epicea
2 http://wiki.squeak.org/squeak/674
ing the events in a declarative format, the events are written as executable commands. The idea is that by re-evaluating them the original change is reproduced. This format makes it difficult for tools to recover semantic information.

**Elementary model.** A ChangeSet records only class, package and method definitions. As a result, ChangeSet lacks information about class modifications or high-level events such as refactorings.

**Mixing sources and system events.** ChangeSets mix source management (the state of a system) with system event recording (the steps to go from one state to the next). The same model and format is used for ChangeSets and the traditional in Smalltalk fileIn/fileOut mechanism. As a result, not all the events can be recorded (e.g., refactorings, package loading). In addition, the granularity of the events is often too coarse, leading to problems on recovery. For example, instance variable addition and class addition are indistinguishable.

**Losing intermediate states.** ChangeSets only keeps track of what entities (e.g., a class or method) has been modified. The intermediate states of such entities cannot be recovered but just the current one.

In this paper we introduce the notions of Log and View to fix the above-mentioned problems.

## 3. Scenarios for Changes as Programming Activity Traces

In this section we present several scenarios that illustrate the use of logs and their interplay in the IDE. We first define the vocabulary used in the rest of this paper.

**Image.** In a Smalltalk environment, an image is a snapshot of all the objects of the system, i.e., a memory dump: this includes both the objects of the software under execution but also the classes and methods at the moment of the snapshot. An image acts as a cache with preloaded packages and initialised objects.

**Session.** An image can be launched, modified, and saved many times. We call each one of these periods a session.

**Operation.** We refer with this word to an action performed in a session. An operation can either have a duration in time (e.g., an expression evaluation) or be a punctual fact (e.g., a class addition). An operation can trigger other operations. In Figure 1, the list in the top represents a session where the developer has done three operations: (1) he has loaded the version 1 of a package named P using a VCS; (2) he has undone the addition of the class A from package P; (3) he has added a new class named B to package P. The light grey bullets and the horizontal alignment of the elements represent triggering (undoing the addition of class A has triggered the removal of A).

**Event.** We define an event as a representation of an operation. Some events represent a modification in the source code; we refer to them as code changes. Sometimes we say that an event triggered another event when the operation that the former event represents triggered the operation that the latter event represents.

**Log.** A log contains events recorded from the IDE. This includes, for example, class additions, method redefinitions, and refactorings. If the user does not save or if the system crashes, the log and the image will become desynchronised, i.e., the log will contain information that is not in the image.

**Code unit.** In this paper we call code unit to a package, class, trait or method.

**View.** The log can have an overwhelming amount of information recorded about the system. This makes it difficult to understand the changes in a particular code unit. To solve this problem we include the concept of view. In Figure 1, views for the class A and package P are shown. The history of A is simple: it was added and then removed. The view of P is more complex: first, the class A was added, then this change got undone, and finally the class B got added (creating an implicit branch in the view). Each view has a head, marked as \((A \subset P)\), which represents the current state in the system for the code unit X. The current head will be the parent of the next change that affects this code unit and the head will be updated to point to this new change.

**Commit.** We call commit a particular version of source code stored in a VCS. In Figure 1, we mark the last change performed during the load of version 1 with the tag \(P\ version\ 1\).

```
- new session
- load package P version 1
  - add package P
  - add A \([P\ version\ 1]\)
  - undo (add A)
  - remove A
  - add B

Log

| add package P |
| add A \([P\ version\ 1]\) |
| add B \((A \subset P)\) |

View of package P

View of class A
```

**Figure 1.** Example.

### 3.1 Logs Transcend Sessions

Since a code unit can be edited over multiple sessions, the history of a code unit transcend history of images. In this section we discuss some scenarios that crosscut sessions.
**Tie the events of several sessions.** In Figure 2 we show the history of the package P accumulated over three sessions. The view ignore session boundaries.

- new session
- add package P
- add A
- end session
- new session
  - add A>>m
  - end session
  - new session
  - add A>>k

<table>
<thead>
<tr>
<th>Log over three sessions</th>
<th>View of package P</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>add package P</code></td>
<td><code>add A</code></td>
</tr>
<tr>
<td><code>add A</code></td>
<td><code>add A&gt;&gt;m</code></td>
</tr>
<tr>
<td><code>add A&gt;&gt;k</code></td>
<td><code>add A&gt;&gt;m</code></td>
</tr>
<tr>
<td><code>add A&gt;&gt;k</code></td>
<td><code>add A&gt;&gt;k</code></td>
</tr>
</tbody>
</table>

Figure 2. Views ignore session boundaries.

**Recover lost changes after the IDE crashed.** In Figure 3, the user created a package P with a class A and committed the package P to a VCS. After adding methods m and k, the IDE crashes. The user reopens the IDE, visualises the log of the crashed session, and redoes the lost changes. Such redone changes are shown as a new branch in the view. Each of those redone changes has a `redone` tag. Such a tag always references the original entry so the developer can analyse the event in the context where it was originally logged.

- new session
- add package P
- add A
- save P version 1
- add A>>m
- add A>>k

< crash >

Log (1) | View of package P (1)

- new session
- load P version 1
  - add A
  - visualise “crashed session”

Log (2) | View of package P (2)

- new session
- load P version 1
  - add A
  - visualise “crashed session”
  - redo after (save P version 1)
    - add A>>m
    - add A>>k

Log (3) | View of package P (3)

Figure 3. Redo lost changes after the IDE crashed.

**Reload in fresh image.** Since during experimentation images sometimes become unstable, it is a good practice to regularly rebuild from scratch the current head of development in a fresh image. Current infrastructure supports such practice by loading the code from the VCS, at the expense of losing the versions that occurred between two commits. The log overcomes such problems.

### 3.2 Code Operations

In this section we discuss some scenarios where navigation to previous versions of code or reorganisation of changes are important.

**Undoing a code change.** In Figure 4 we show that reverting the addition of method A»m has different effects on the different views. In the package and class views, the original method additions are shown in grey as a branch. In that way, the original history of events with the original chronology is available to be browsed. In the A»m view, the undo operation is seen as a removal of the method. For the A»k view the operation has no impact. Note that in each view there is a head pointing to a different event.

- new session
- add package P
- add A
- add A>>m
- add A>>k (before)
- undo (add A>>m)
  - remove A>>m (after)

<table>
<thead>
<tr>
<th>Log</th>
<th>View of package P</th>
<th>View of class A</th>
</tr>
</thead>
<tbody>
<tr>
<td>add package P</td>
<td>add A</td>
<td>add A&gt;&gt;m</td>
</tr>
<tr>
<td>add A&gt;&gt;m</td>
<td>add A&gt;&gt;k</td>
<td>add A&gt;&gt;k</td>
</tr>
<tr>
<td>add A&gt;&gt;k (before)</td>
<td>redone</td>
<td>h (after)</td>
</tr>
</tbody>
</table>

View of package P | View of method A»m

View of method A»k

Figure 4. Undoing the addition of A»m. The operation has different effects at package, class and method level.

**Grouping changes before committing.** When a developer is working for some time on a project, chances are that he will perform multiple independent tasks. This happens even when there is a concrete goal such as implementing a new feature or fixing a bug: either a typo, or some code that deserves a refactoring, or any other change that is unrelated to the goal can appear. Tools should make it easy for a developer to fix the off-topic issue and let him either mark it or split it to a different branch so the main branch stays focused and cohesive. We need a kind of cherry picking of the elements we want to commit. In Figure 5 we show an example of changes done in the package P, where the
developer added a class B with some methods, and in the middle found and fixed a typo in the comment of A»m. He decides to create a new branch to keep this change separated from the other ones. He also adds a comment to the separated change (modify A»m) with a "typo fix" tag.

Commenting events. The developer can write arbitrary comments on an event (or group of events) to facilitate later understanding. We mentioned this feature in Figure 5, with the "typo fix" tag. Additionally, the system can help the developer writing comments based on what triggered the related event.

Condensing code changes. The log might have changes that neutralise themselves (e.g., a method is added and removed). In addition there are cases where the programmer may want to forget current history of certain entities. In Figure 6, we show in an example how the condense operation works when applied to the package P. Without any optimisation, the operation is done in two main steps: first, undo the events until the older neutralised event (remove B, add C, and add B); second, redo only the needed changes (add C).

Recording refactoring information. Some high-level operations, such as refactorings, group events. In Figure 7, a method is renamed (A»m) and all senders (B»k) of this method are updated. Each event related to the refactoring have a dedicated tag that references the high-level operation.

3.3 Sharing Events
Logs and events can be shared between developers, projects, and images.

Figure 5. Split changes for doing meaningful commits.

Figure 6. Condense operation.

Figure 7. Rename A»m to A»p. The method B»k uses it so it is modified by the refactoring.
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Replaying a concrete event. When two projects are forks from each other, events of one fork can be replayed in the other.

Replaying the intent of a refactoring. When a library developer updates an API (e.g., by renaming a method), he can provide high-level events which can be replayed by library users so that they can update their client code automatically.

4. Scenarios: an Analysis
We analysed several existing code change representations: ChangeSets, RingC [7], Cheops [2], NewChangeSystem,3 and DeltaStreams.4 From previous work and the scenarios presented above we define the following requirements.

4.1 Requirements
1. Replay and undo operations. Starting from the same or similar system, the information in the log should be enough for reconstructing the state of the system at any point of the log.
2. Log must be immediately persisted out of the volatile memory so information survives IDE crashes.
3. Log entries can have tags, i.e., meta-information. A tag can reference another entry. Tags can be added after the entry has been persisted.
4. Events should be represented as first-class entities.
5. The change model should support modelling many different types of changes: structural elementary changes (method definitions), composed ones (refactorings), and system changes such as expression evaluation, redo, and branch creation.

5. Epicea
We implemented Epicea, an early prototype of the log and the event model. It was developed in Pharo [1]. Epicea model started as a branch of NewChangeSystem project and then was deeply modified and extended.

5.1 Event Model
In Figure 8 we show the class hierarchy of events we implemented in Epicea. The most important sub-hierarchy is the one of CodeChange, which represents the operation that made the code change, such as class creation, method modification, etc. Code changes hold enough information about the operation performed for either reverting the change or redoing it. Epicea uses Ring definitions to take snapshots of the involved code units.

We need to record information about the situation in which events are logged. That is the timestamp when it was done, the author who did it, the potential event that triggered it (for example, undoing a method addition triggers a method removal). This meta-information of the event is stored in log entries, as explained below.

5.2 Log Model
In Figure 9 an object diagram shows how a log is represented in the prototype. A log has a head pointing to the entry where the upcoming entry will be attached. Each entry points to a parent entry and the content event. In Figure 10 we show the design we implemented for Epicea. An entry has a dictionary of tags that allows attaching meta-information (author and timestamp). In the case of an event that triggers other events, each of these events has a tag pointing to the triggering event.

6. Revisiting the Scenarios
In Figure 11 an expression was evaluated. It triggered the load of the package named ConfigurationOfFuel. In turn, the load triggered many elemental code changes (package, class and method additions). In Figure 12 we show the log of an undo operation. The class A has been added in package P; then two methods have been added (A\texttt{\>m} and A\texttt{\>k}). Following, the undo of the addition of the method A\texttt{\>m}...
triggered the removal of such method. In Figure 13 we show a class rename refactoring as it is logged by Epicea.

7. Related Work

SpyWare [5] captures and stores the code changes in a centralised repository in a extremely fine granularity. SpyWare records detailed changes such as a line added in a method, as well as more high-level changes like refactorings. The authors aim at post-mortem comprehension of developer work, while we focused on helping developers for their day-to-day work.

CoExist [6] is a Squeak/Smalltalk extension that preserves intermediate development states and provides immediate access to source code and run-time information of previous development states. CoExist allows for back-in time easily, automatic forks, inter-branch operations (such as re-
However, the authors do not talk of a persistence mechanism for the captured code changes. CoExist is not meant to be used to share code between images and projects. Still, CoExist is a source of inspiration for the Epicea model.

JET [7] allows analysing the dependencies between VCS versions. The authors extend the Ring meta-model [8] to perform the computations. Epicea uses Ring as well. It would be interesting to apply JET dependency analysis to logs to get fine-grained results.

8. Conclusion

Modern tools for sharing code lose extra information from IDE. We want to work on a new generation of tools that use such information to help understanding the intention behind code changes. In this paper we have presented our initial steps working in this direction. We have first described a series of scenarios that help discovering main requirements of our approach. Then, we have analyzed the problems found in current Smalltalk systems, focusing on the case of ChangeSets. Finally, we have presented our early prototype with an overview of the design, as well as some screenshots that show it in action.
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Abstract
Foreign-Function-Interfaces (FFIs) are a prerequisite for close system integration of a high-level language. With FFIs the high-level environment interacts with low-level functions allowing for a unique combination of features. This need to interconnect high-level (Objects) and low-level (C functions) has a strong impact on the implementation of a FFI: it has to be flexible and fast at the same time.

We propose NativeBoost a language-side approach to FFIs that only requires minimal changes to the VM. NativeBoost directly creates specific native code at language-side and thus combines the flexibility of a language-side library with the performance of a native plugin.

Categories and Subject Descriptors
D.3.3 [Programming Language]: Language Constructs and Features; D.3.2 [Programming Language]: Language Classifications—Very high-level languages

Keywords
system-programming, reflection, managed runtime extensions, dynamic native code generation

1. Introduction
Currently, more and more code is produced and available through reusable libraries such as OpenGL\(^1\) or Cairo\(^2\). While working on your own projects using dynamic languages, it is crucial to be able to use such existing libraries with little effort. Multiple solutions exist

\[^1\]http://www.opengl.org/
\[^2\]http://cairographics.org/
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\[^3\]http://pharo.org/
\[^4\]http://lua.org/
\[^5\]http://python.org/
• it must be flexible enough to easily bind to external libraries and also express complex foreign calls regarding the memory management or the type conversions (marshalling);
• it must be well integrated with the language (objects, reflection, garbage collector);
• it must be efficient.

Existing FFI libraries of dynamic languages all have different designs and implementations because of the trade-offs they made regarding these goals and challenges. Typical choices are resorting purely to the VM-level and thus sacrificing flexibility. The inverse of this approach exists as well: FFIs can be implemented almost completely at language-side but at a significant performance loss. Both these pitfalls are presented in more detail in Section 3.

This paper presents NativeBoost-FFI\(^6\) an FFI library at language-side for Pharo that supports callouts and callbacks, which we present in Section 2. There are at least two other existing FFI libraries in Pharo worth mentioning: C-FFI and Alien. Nevertheless, they both present shortcomings. C-FFI is fast because it is mostly implemented at VM-level, however it is limited when it comes to do complex calls that involve non-primitive types or when we want to define new data types. On the opposite, Alien FFI is flexible enough to define any kind of data conversion or new types directly at language-side but it is slower than C-FFI because it is mostly implemented at language-side. In essence, NativeBoost-FFI combines the flexibility and extensibility of Alien that uses language-side definition for marshalling and the speed of C-FFI which is implemented at VM-level. The main originalities of NativeBoost-FFI are:

**Extensibility.** NativeBoost-FFI relies on as few VM primitives as possible (5 primitives), essentially to call native code. Therefore, most of the implementation resides at language-side, even low-level mechanisms. That makes NativeBoost-FFI easily extensible because its implementation can be changed at any time, without needing to update the runtime (VM). It also presents a noticeable philosophical shift, how we want to extend our language in future. A traditional approach is to implement most low-level features at VM-side and provide interfaces to the language-side. But that comes at cost of less flexibility and longer development and release cycles. On the opposite, we argue that extending language features, even low-level ones, should be done at language-side instead. This results in higher flexibility and without incurring high runtime costs which usually happen when using high-level languages such as Smalltalk.

**Language-side extension.** Accessing a new external library using NativeBoost-FFI involves a reduced amount of work since it is only a matter of writing a language-side extension.

**Performance.** Despite the fact it is implemented mostly at language-side, NativeBoost-FFI achieves superior performance compared to other FFI implementations running Pharo. This is essentially because it uses automatic and transparent native code generation at language-side for marshalling.

## 2. NativeBoost-FFI: an Introduction

This section gives an overview of the code that should be written at language-side to enable interactions with external libraries.

### 2.1 Simple Callout

Listing 1 shows the code of a regular Smalltalk method named `ticksSinceStart` that defines a callout to the `clock` function of the `libc`. NativeBoost imposes no constraint on the class in which such a binding should be defined. However, this method must be annotated with a specific pragma (such as `<primitive:module:>`) which specifies that a native call should be performed using the NativeBoost plugin.

```
<primitive: #primitiveNativeCall
module: #NativeBoostPlugin>
```

---

\(^6\)http://code.google.com/p/nativeboost
The external function call is then described using the `nbCall: module:` message. The first parameter (`#nbCall:`) is an array that describes the signature of a C function to callout. Basically, this array contains the description of a C function prototype, which is very close to normal C syntax. The return type is first described (uint in this example⁷), then the name of the function (clock) and finally the list of parameters (an empty array in this example since clock does not have any). The second argument, `#module:` is the module name, its full path or its handle if already loaded, where to look up the given function. This example uses a convenience method of NativeBoost named `CLibrary` to obtain a handle to the standard C library.

2.2 Callout with Parameters

Figure 2 presents the general syntax of NativeBoost-FFI through an example of a callout to the abs function of the libc. The `abs:` method has one argument named `anInteger` (cf. ¹). This method uses the pragma `<primitive: module: error:` which indicates that the `#primitiveNativeCall` of the `#NativeBoostPlugin` should be called when this method is executed (cf. ²). An `errorCode` is returned by this primitive if it fails and the regular Smalltalk code below is executed (cf. ³). The main difference with the previous example is that the abs function takes one integer parameter. In this example, the array `#(uint abs(int anInteger))` passed as argument to `#nbCall:` contains two important information (cf. ⁴). First, the types annotations such as the return type (`uint` in both examples) and arguments type (`int` in this example). These types annotations are then used by NativeBoost-FFI to automatically do the marshalling between C and Pharo values as illustrated by the next example. Second, the values to be passed when calling out. In this example, `anInteger` refers to the argument of the `abs` method, meaning that the value of this variable should be passed to the abs C function. Finally, this abs function is looked up in the `libc` whose an handle is passed in the `module:` parameter (cf. ⁵).

⁷ The return type of the clock function is `clock_t`, but we deliberately used `uint` in this first example for the sake of simplicity even if it is possible to define a constant type in NativeBoost.
Table 1: Default NativeBoost-FFI mappings between C/primitive types and high-level types. Note that oop is not a real primitive type as no marshalling is applied and the raw pointer is directly exposed to Pharo.

<table>
<thead>
<tr>
<th>Primitive Type</th>
<th>Smalltalk Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>uint</td>
<td>Integer</td>
</tr>
<tr>
<td>int</td>
<td>Integer</td>
</tr>
<tr>
<td>String</td>
<td>ByteString</td>
</tr>
<tr>
<td>bool</td>
<td>Boolean</td>
</tr>
<tr>
<td>float</td>
<td>Float</td>
</tr>
<tr>
<td>char</td>
<td>Character</td>
</tr>
<tr>
<td>oop</td>
<td>Object</td>
</tr>
</tbody>
</table>

Another interesting example of automatic marshalling is to define the abs method (cf. Figure 2) in the SmallInteger class and passing self as argument in the callout. In such case, NativeBoost automatically converts self (which is a SmallInteger) into an int. This list of mapping is not exhaustive and NativeBoost also supports the definition of new data types and new conversions into more complex C types such as structures (cf. Section 4).

2.4 Supporting new types

The strength of language-side FFIs appears when it comes to do callouts with new data types involved. NativeBoost-FFI supports different possibilities to interact with new types.

Declaring structures. For example, the Cairo library\(^8\) provides complex structures such as cairo_surface_t and functions to manipulate this data type. Listing 4 shows how to write a regular Smalltalk class to wrap a C structure. NativeBoost only requires a class-side method named asNBExternalType: that describes how to marshall this type back and forth from native code. In this example, we use existing marshalling mechanism defined in NBExternalObjectType that just copies the structure’s pointer and stores it in an instance variable named handle.

Another interesting example of automatic marshalling is to define the abs method (cf. Figure 2) in the SmallInteger class and passing self as argument in the callout. In such case, NativeBoost automatically converts self (which is a SmallInteger) into an int. This list of mapping is not exhaustive and NativeBoost also supports the definition of new data types and new conversions into more complex C types such as structures (cf. Section 4).

Declaring structures. For example, the Cairo library\(^8\) provides complex structures such as cairo_surface_t and functions to manipulate this data type. Listing 4 shows how to write a regular Smalltalk class to wrap a C structure. NativeBoost only requires a class-side method named asNBExternalType: that describes how to marshall this type back and forth from native code. In this example, we use existing marshalling mechanism defined in NBExternalObjectType that just copies the structure’s pointer and stores it in an instance variable named handle.

AthensSurface subclass: #AthensCairoSurface
    instanceVariableNames: 'handle'.

AthensCairoSurface class>>asNBExternalType: gen
    "handle iv holds my address (cairo_surface_t)"

^- NBExternalObjectType objectClass: self
Code 4: Example of C structure wrapping in NativeBoost

Callout with structures. Listing 5 shows a callout definition to the cairo_image_surface_create function that returns a cairo_surface_t* data type. In this code example, the return type is AthensCairoSurface directly (not a pointer). When returning from this callout, NativeBoost creates an instance of AthensCairoSurface and the marshalling mechanism stores the returned address in the handle instance variable of this object.

primImage: aFormat width: aWidth height: aHeight
    ^self nbCall: #(AthensCairoSurface
        cairo_image_surface_create (int aFormat, int aWidth, int aHeight))

Code 5: Example of returning a structure by reference

Conversely, passing an AthensCairoSurface object as a parameter in a callout makes its pointer stored in its handle iv (cf. Listing 6) to be passed. Since the parameter type is AthensCairoSurface in the callout definition, NativeBoost also ensures that the passed object is really an instance of this class. If it is not, the callout fails before executing the external function because passing it an address on a non-expected data could lead to unpredicted behavior.

primCreate: cairoSurface
    ^self nbCall: #(AthensCairoCanvas
        cairo_create (AthensCairoSurface cairoSurface))

Code 6: Example of passing a structure by reference

Accessing structure fields. In NativeBoost, one can directly access the fields of a structure if needed, even if it is not a good practice from the data encapsulation point of view. Nevertheless, it may be mandatory to interact with some native libraries that do not provide all the necessary functions to manipulate the structure. Listing 7 shows an example of a C struct type definition for cairo_matrix_t.

typedef struct {
    double xx; double yx;
    double xy; double yy;
    double x0; double y0;

\(^8\)http://cairographics.org
Memory Address Marshalling Constraint

C-managed struct C heap fixed passed by reference must be freed
Pharo-managed struct Object memory variable passed by reference or passed by copy may move costly

Table 2: Wrapping structures possibilities in NativeBoost

<table>
<thead>
<tr>
<th>Memory</th>
<th>Address</th>
<th>Marshalling</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-managed</td>
<td>C heap</td>
<td>fixed passed by reference</td>
<td>must be freed</td>
</tr>
<tr>
<td>Pharo-managed</td>
<td>Object memory</td>
<td>variable passed by reference or passed by copy</td>
<td>may move costly</td>
</tr>
</tbody>
</table>

Listing 8 shows that the NBExternalStructure of NativeBoost-FFI can be subclassed to define new types such as AthensCairoMatrix. The description of the fields (types and names) of this structure is provided by the fieldsDesc method on the class side. Given this description, NativeBoost lazily generates field accessors on the instance side using the field names.

Listing 9 shows a callout definition to the cairo_matrix_multiply function passing self as argument with the type AthensCairoMatrix*. NativeBoost handles the marshalling of this object to a struct as defined in the fieldsDesc.

Listing 10 shows the primary Pharo method for invoking qsort with a QSortCallback instance for the compare function. In this example qsort will invoke run the Pharo code inside the callback block to compare the elements in the bytes array.

To define a callback in NativeBoost we have to create a specific subclasses for each callback with different argument types.

2.5 Callbacks

NativeBoost supports callbacks from native code. This means it is possible for a C-function to call back into the Pharo runtime and activate code. We will use the simple qsort C-function to illustrate this use-case. qsort sorts a given array according to the results of a compare function. Instead of using a C-function to compare the elements we will use a callback to invoke a Pharo block which will compare the two arguments.

Code 10 shows the primary Pharo method for invoking qsort.

To define a callback in NativeBoost we have to create specific subclasses for each callback with different argument types.

Memory management of structures. Table 2 shows a comparison between C-managed and Pharo-managed structures. The first ones are allocated in the C heap. Their addresses are fixed and they are passed by reference during a callout. But the programmer must free them by hand when they are not needed. The second ones are allocated in the Pharo object-memory. Their addresses are variable since their enclosing object may be moved by the garbage collector. They can either be passed by copy which is costly or by reference. Passing a reference may lead to problems is the C function stores the address and try to access it later on since the address may changed.
ffiQSort: base len: size compare: qsortCallback
<primitive: #primitiveNativeCall
module: #NativeBoostPlugin>
"C qsort signature"
"void qsort(
    void *base,
    size_t nel,
    size_t width,
    int (*compar)(const void *, const void *));"

^ self
  options: #( optMayGC )
  nbCall: #(void qsort (NBEternalAddress array, ulong size, 1, "sizeof an element" QSortCallback qsortCallback))
module: NativeBoost CLibrary

Code 12: Example of callout passing a callback

The last missing piece in this example is the callout definition shown in Code 12. The NativeBoost callout specifies the callback arguments by using QSortCallback.

Callback lifetime. Each time a new callback is instantiated it reserves a small amount of external memory which is freed once the callback is no longer used. This is done automatically using object finalization hooks.

2.6 Overview of NativeBoost-FFI Internals

This section provides an overview of the internal machinery of NativeBoost-FFI though it is not mandatory to know it in order to use it as demonstrated by previous examples.

General Architecture. Figure 3 describes the general architecture of NativeBoost. Most code resides at language-side, nevertheless some generic extensions (primitives) to the VM are necessary to activate native code. At language-side, callouts are declared with NativeBoost-FFI which processes them and dynamically generates x86 native code using the AsmJit library. This native code is responsible of the marshalling and calling the external function. NativeBoost then uses a primitive to activate this native code.

Callout propagation. Figure 4 shows a comparison of the resolution of a FFI call both in NativeBoost-FFI and a plugin-based FFI. At step 1, a FFI call is emitted. The NativeBoost-FFI call is mostly processed at language-side and it is only during step 4 that a primitive is called and the VM effectively does the external call by executing the native code. On the opposite, a plugin-based FFI call already crossed the low-level frontier in step 2 resulting that part of the type conversion process (marshalling) is already done in the VM code. In NativeBoost-FFI, doing most of the FFI call processing at language-side makes easier to keep control, redefine or adapt it if needed.

3. NativeBoost-FFI Evaluation

In this section we compare NativeBoost with other FFI implementations.

Alien FFI: An FFI implementation for Squeak/Pharo that focuses on the language-side. All marshalling happens transparently at language-side.

C-FFI: A C based FFI implementation for Squeak/Pharo that performs all marshalling operations at VM-side.

LuaJIT: A fast Lua implementation that has a close FFI integration with JIT interaction.

Choice of FFI Implementations. To evaluate NativeBoost we explicitly target FFI implementations running on the same platform, hence we can rule out additional performance differences. Alien and C-FFI run in the same Pharo image as NativeBoost allowing a much closer comparison.

Alien FFI is implemented almost completely at language-side, much like NativeBoost. However, as the following benchmarks will stress, it also suffers from performance loss.

On the other end there is C-FFI which is faster than Alien but by far not as flexible. For instance only primitive types are handled directly.

As the third implementation we chose Lua. Lua is widely used as scripting language in game development. Hence much care has been taken to closely integrate Lua into C and C++ environments. LuaJIT integrates an FFI library that generates the native code for marshalling and directly inlines C functions callout in the JIT-compiled code.

Evaluation Procedure. To compare the different FFI approaches we measure 100 times the accumulative time spent to perform 1’000’000 callouts of the given function. From the 100 probes we show the average and the standard deviation for a 68% confidence
interval in a gaussian distribution. To exclude the calling and loop overhead we subtract from each evaluation the time spent in the same setup, but without the FFI call. The final deviation displayed is the arithmetic average of the measured deviation of the base and the callout measurement.

The three Smalltalk FFI solutions (NativeBoost, Alien, C-FFI) are evaluated on the very same Pharo 1.4 (version 14458) image on a Pharo VM (version of May 5, 2013). For the Lua benchmarks we use LuaJIT 2.0.1. The benchmarks are performed under the constant conditions on a MacBook Pro. Even though a standalone machine could improve the performance we are only interested in the relative performance of each implementation.

Choice of Callouts. We chose a set of representative C functions to stress different aspects of an FFI implementation. We start with simple functions that require little marshalling efforts and thus mainly focus on the activation performance and callout overhead. Later we measure more complex C functions that return complex types and thus stress the marshalling infrastructure.

3.1 Callout Overhead

The first set of FFI callouts show mainly the overhead of the FFI infrastructure to perform the callout.

For the first FFI evaluation we measure the execution time for a clock() callout. The C function takes no argument and returns an integer thus guaranteeing a minimal overhead for marshalling and performing the callout.

<table>
<thead>
<tr>
<th>Call Time</th>
<th>Relative Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NativeBoost</td>
<td>492.13 ± 0.73 ms</td>
</tr>
<tr>
<td>Alien</td>
<td>606.6 ± 1.9 ms</td>
</tr>
<tr>
<td>C-FFI</td>
<td>541.77 ± 0.88 ms</td>
</tr>
<tr>
<td>LuaJIT</td>
<td>343.0 ± 1.2 ms</td>
</tr>
</tbody>
</table>

Table 3: Speed comparison of an uint clock(void) FFI call (see Code 1).

abs is a about the same complexity as the clock function, however accepting a single integer as argument.

<table>
<thead>
<tr>
<th>Call Time</th>
<th>Relative Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NativeBoost</td>
<td>65.34 ± 0.23 ms</td>
</tr>
<tr>
<td>Alien</td>
<td>175.77 ± 0.31 ms</td>
</tr>
<tr>
<td>C-FFI</td>
<td>148.77 ± 0.21 ms</td>
</tr>
<tr>
<td>LuaJIT(^9)</td>
<td>2.035 ± 0.015 ms</td>
</tr>
</tbody>
</table>

Table 4: Speed comparison of an int abs(int i) FFI call (see Figure 2).

Evaluation. For measuring the calling overhead we chose the abs FFI callout. This C function is completed in a couple of instructions which in comparison to the conversion and activation effort of the FFI callout is negligible. In Table 4 we see that NativeBoost is at least a factor two faster than the other Smalltalk implementation. Yet LuaJIT outperform NativeBoost by an impressive factor 30. LuaJIT has a really close integration with the JIT and this is what makes the impressive FFI callout results possible.

3.2 Marshalling Overhead for Primitive Types

The third example calls getenv(’PWD’) expecting a string as result: the path of the current working directory. Both argument and result have to be converted from high-level strings to C-level zero-terminated strings.

<table>
<thead>
<tr>
<th>Call Time</th>
<th>Relative Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NativeBoost</td>
<td>105.29 ± 0.24 ms</td>
</tr>
<tr>
<td>Alien</td>
<td>1058.7 ± 2.0 ms</td>
</tr>
<tr>
<td>C-FFI</td>
<td>282.94 ± 0.24 ms</td>
</tr>
<tr>
<td>LuaJIT(^10)</td>
<td>97.3 ± 5.1 ms</td>
</tr>
</tbody>
</table>

Table 5: Speed comparison of an char * getenv(char *name) FFI call (see Code 2).

As a last evaluation of simple C functions with NativeBoost, we call printf with a string and two integers as argument. The marshalling overhead is less than for

\(^9\)Downsampled from increased loop size by a factor 100 to guarantee accuracy.
\(^{10}\)Downsampled from increased loop size by a factor 10 to guarantee accuracy.
the previous `getenv` example. However, `printf` is a more complex C function which requires more time to complete: it has to parse the format string, format the given arguments and pipe the results to standard out. Hence the relative overhead of an FFI call is reduced.

### 3.4 Callbacks

Table 8 shows a comparison of `qsort` callouts passing callbacks. Callbacks are usually much more slower than callouts.

<table>
<thead>
<tr>
<th></th>
<th>Call Time</th>
<th>Rel. Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NativeBoost</td>
<td>371.03 ± 0.51 ms</td>
<td>1x</td>
</tr>
<tr>
<td>Alien</td>
<td>1412.37 ± 0.79 ms</td>
<td>3.8x</td>
</tr>
<tr>
<td>C-FFI</td>
<td>605.02 ± 0.23 ms</td>
<td>1.6x</td>
</tr>
<tr>
<td>LuaJIT</td>
<td>202.4 ± 2.1 ms</td>
<td>0.6x</td>
</tr>
</tbody>
</table>

Table 6: Speed comparison of an `int printf(char *name, int num1, int num2)` FFI call

**Evaluation.** Table 3 and Table 4 call C functions that return integers for which the conversion overhead is comparably low. However we see that Alien compares worse in the case of more complex Strings. Table 5 and Table 6 show this behavior. For the `getenv` a comparably long string is returned which causes a factor 10 conversion overhead for Alien.

### 3.3 Using Complex Structures

To evaluate the impact of marshalling complex types, we measure the execution time for a callout to `cairo_matrix_multiply`. In all cases, the allocation time of the structs is not included in the measurement nor their field assignments. Table 7 shows the results.

<table>
<thead>
<tr>
<th></th>
<th>Call Time</th>
<th>Rel. Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NativeBoost</td>
<td>79.00 ± 0.27 ms</td>
<td>1.0x</td>
</tr>
<tr>
<td>Alien</td>
<td>753.82 ± 0.51 ms</td>
<td>9.5x</td>
</tr>
<tr>
<td>C-FFI</td>
<td>380.8 ± 2.7 ms</td>
<td>3.6x</td>
</tr>
<tr>
<td>LuaJIT</td>
<td>5.66 ± 0.15 ms</td>
<td>0.07x</td>
</tr>
</tbody>
</table>

Table 7: Speed comparison of a `cairo_matrix_multiply` FFI call (cf. Listing 9)

**Evaluation.** In Table 7 shows that NativeBoost outperforms the two other Smalltalk implementations.

### 4. NativeBoost-FFI Implementation

The following subsections will first focus on the high-level, language-side aspects of NativeBoost, such as native code generation and marshalling. As a second part we describe implementation details of the low-level extensions, such as the NativeBoost primitives and the JIT interaction.

#### 4.1 Generating Native Code

In NativeBoost all code generation happens transparently at language-side. The various examples shown in Section 2 show how an FFI callout is defined in a standard method. Upon first activation the NativeBoost primitive will fail and by default continues to evaluate the following method body. This is the point where NativeBoost generates native code and attaches it to the compiled method. NativeBoost then reflectively sends the original message with the original arguments (for instance `abs`: in the example Figure 2). On the second activation, the native code is present and thus the primitive will no fail but run the native code. Section 4.2.1 will give more internal details about the code activation and triggering of code generation.
4.1.1 Generating Assembler Instructions

Figure 3 shows that NativeBoost relies on AsmJit\(^{11}\), a language-side assembler. AsmJit emerged from an existing C++ implementation\(^{12}\) and currently supports the x86 instruction set.

In fact it is even possible to inline custom assembler instructions in Pharo when using NativeBoost. This way it is possible to meet critical performance requirements. Typically Smalltalk does not excel at algorithmic code since such code does not benefit from dynamic message sends.

4.1.2 Reflective Symbiosis

NativeBoost lives in symbiosis with the Pharo programming environment. As shown in the examples in Section 2 and in more detail in Figure 2 NativeBoost detects which method arguments correspond to which argument in the FFI callout. To achieve this, NativeBoost inspects the activation context when generating native code. Through reflective access to the execution context we can retrieve the method’s source code and thus the argument names and positions.

4.1.3 Memory Management

NativeBoost supports external heap management with explicit allocation and freeing of memory regions. There are interfaces for allocate and free as well as for(memcopy):

```plaintext
bytes := #[1 2 3 4].
"Fill the external memory"

"FFI call to fill the external object"
self fillExternalMemory: memory.

"Copy back bytes from the external object"
NativeBoost free: memory.
```

Code 13: Example of external heap management in NativeBoost

Using the external heap management it is possible to prepare binary blobs and structures for FFI calls.

In the previous example Code 13 the memory variable holds a wrapper for the static address of the allocated memory. Hence accessing it from low-level code is straightforward. However in certain situations it is required to access a high-level object from assembler. Pharo has a moving garbage collector which means that you can not refer directly to a high-level object by a fixed address.

4.2 Activating Native Code

In this section we present the VM-level interaction of NativeBoost. Even though NativeBoost handles most tasks directly at language-side it requires certain changes on VM level:

- executable memory,
- activation primitives for native code.

Since NativeBoost manages native code at language-side there is no special structure or memory region where native code is stored. Native instructions are appended to compiled methods which reside on the heap. Hence the heap has to be executable in order to jump to the native instructions.

4.2.1 The NativeBoost activation Primitive

In Section 4.1 we explained how NativeBoost creates FFI callouts at language-side. However, so far we left out the part on how the generated native code is activated.

The examples in Section 2, especially Figure 2 show that each NativeBoost FFI callout requires a special primitive. Figure 6 shows how a NativeBoost method is activated.

- In the first step (cf. 1) the NativeBoost callout primitive is activated. The primitive checks if the compiled method actually contains native code.
- On the first activation there is no native code available yet. Hence the primitive will fail and the Smalltalk body (cf. 2) of the NativeBoost method

\(^{11}\)http://smalltalkhub.com/#!/~Pharo/AsmJit

\(^{12}\)https://code.google.com/p/asmjit/
5. Related Work

Typical Smalltalk system are isolated from the low-level world and provide only limited interoperability with C libraries. However there are notable exceptions: Étoilé and Smalltalk/X.

Chisnall presents the Pragmatic Smalltalk Compiler [3], part of the Étoilé project, which focuses on close interaction with the C world. The main goal of this work is to reuse existing libraries and thus reduce duplicated effort. The author highlights the expressiveness of Smalltalk to support this goal. In this Smalltalk implementation multiple languages can be mixed efficiently. It is possible to mix Objective-C, Smalltalk code. All these operations can be performed dynamically at runtime. Unlike our approach, Étoilé aims at a complete new style of runtime environment without a VM. Compared to that, NativeBoost is a very lightweight solution.

Other dynamic high-level languages such as Lua leverage FFI performance by using a close interaction with the JIT. LuaJIT [1] for instance is an efficient Lua implementation that inlines FFI calls directly into the JIT compiled code. Similar to NativeBoost this allows one to minimize the constant overhead by generating custom-made native code. The LuaJIT runtime is mainly written in C which has clearly different semantics than Lua itself.

On a more abstract level, high-level low-level programming [4] encourage to use high-level languages for system programming. Frampton et al. present a low-level framework which is used as system interface for Jikes, an experimental Java VM. However their approach focuses on a static solution. Methods have to be annotated to use low-level functionality. Additionally the strong separation between low-level code and runtime does not allow for reflective extensions of the runtime. Finally, they do not support the execution and not even generation of custom assembly code on the fly.

QUICKTALK [2] follows a similar approach as NativeBoost. However Ballard et al. focus mostly on the development of a complex compiler for a new Smalltalk dialect. Using type annotations QUICKTALK allows for statically typing methods. By inlining methods and eliminating the bytecode dispatch overhead by generating native code QUICKTALK outperforms interpreted bytecode methods. Compared to Waterfall, QUICKTALK does not allow to leave the language-side environment and interact closely with the VM.

Kell and Irwin [5] take a different look at interacting with external libraries. They advocate a Python VM that allows for dynamically shared objects with external libraries. It uses the low-level DWARF debugging information present in the external libraries to gather enough metadata to automatically generate FFIs.

6. Future Work

Even though NativeBoost shows good overall performance when it comes to callbacks it does not keep up with other Smalltalk-based solutions. In the current development phase not much attention was payed to callback performance as it is not a common use case for FFI callouts. Fast callbacks require close interaction and specific modifications at VM-level. However, initially NativeBoost kept the modifications to the VM at a minimum. We assume that we can reach the same performance as Alien relying on the same low-level implementation.

As a second issue we would like to address the callout overhead by using an already existing JIT integration of NativeBoost. Currently the VM has to leave from JIT-mode to standard interpretation mode when it activates a NativeBoost method. This context switch introduces an unnecessary overhead for an FFI callout. A current prototype directly inlines the native code of a NativeBoost method. This context switch introduces a minimum. We assume that we can reach the same performance as Alien relying on the same low-level implementation.

7. Conclusion

In this paper we presented NativeBoost a novel approach to foreign function interfaces. Our approach relies only on a very generic extension of the VM to allow for language-side code to directly call native instructions.

Using a in depth evaluation of NativeBoost comparing against two other Smalltalk FFI implementations
and LuaJIT we showed in Section 3 that our language-side approach is competitive. NativeBoost reduces the callout overhead by more than a factor two compared to the two closest Smalltalk solutions.

Compared to LuaJIT there is still space for improvements. We measured a factor 30 lower calling overhead due to a close JIT integration. However for typical FFI calls the absolute time difference between NativeBoost and Lua is roughly 30%. With a partial solution ready to integrate NativeBoost closer with the JIT we expect to come close to Lua’s performance.

Furthermore we showed that NativeBoost essentially combines VM-level performance with language-side flexibility when it comes to marshal complex types. New structures are defined practically at language-side and conversion optimizations are added transparently.
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ABSTRACT
Software analysis and in particular reverse engineering often involves a large amount of structured data. This data should be presented in a meaningful form so that it can be used to improve software artefacts. The software analysis community has produced numerous visual tools to help understand different software elements. However, most of the visualization techniques, when applied to software elements, produce results that are difficult to interpret and comprehend.

This paper presents five graph layouts that are both expressive for polycentric views and agnostic to the visualization engine. These layouts favor spatial space reduction while emphasizing on clarity. Our layouts have been implemented in the Roassal visualization engine and are available under the MIT License.

1. INTRODUCTION

Software analysis and reverse engineering large software systems are known to be difficult [DDN02]. Visualizing software eases analysis by using cognitive abilities to understand software and identify anomalies [Die07]. Visualizing software elements as a graph is a natural visual representation commonly employed:

- Graphs are relatively cheap and easy to visualize due to the amount of available dedicated libraries (e.g., D31, Raphael2).
- Graphs are a structure effective to represent many different aspects of a software, including control flow and dependencies between structural elements.

Visualization techniques are known to be effective at analyzing package dependencies, correlating metric values, package connectivity and cycles, package evolution or the common usage of package classes (e.g., [DLP05, LDBD09, vLKS+11]). A large body of existing work on software understanding is based on visualization approaches [HMM00, SvG05], in particular, on node-link visualizations [SM95, CIK03, KD03, HSSW06]. On one hand, some researchers explored matrix-based representation of graphs [HFM07, AVH04] or of software [MFM03] and its evolution [VTVW05]. On another hand, important progress has been made to support navigation over large graphs and to propose scalable and sophisticated node-link visualizations for visualizing the connectivity graph of software entities [GFC05, HSSW06, Hol09].

Roassal1 [BCDL13] is a visualization engine for the Pharo language2 [BDN+09]. The question here was not to invent a new way of representing information, but to find relevant existing layouts and to implement them in Roassal, alongside Roassal layout such as grid, circle, tree. The novelty of our approach is that even when the nodes do not have same size they are drawn correctly.

We have thus proposed five new graph layouts, each one focusing on a particular aspect: the radial-tree focuses on representing hierarchies, while with regular trees the root is repulsed to the top, radial-tree keeps the root at the center of the visualization. Force-based layout allows one to represent cyclic graphs such as dependency graphs. The compact tree family is just another implementation of trees using the same algorithm as radial-tree so that it saves space for large hierarchies. The reversed radial tree layout is another way of representing hierarchies where the position of an element does not depend on its depth but on its distance from the bottom of the graph. The rectangle-packing layout is an implementation of a rectangle packing algorithm to allow representing a lot of elements of different sizes in a reasonably restricted space.

To avoid confusion, we define terms used in this paper. A layout is an algorithm that determinate position of the graphical elements contained in a visualization following some particular constraints. A node or vertex is a basic element of a graph, typically in software analysis a package, a class or a method. An edge or a link represents a relation between two nodes, typically inheritance, composition or call. A tree is an acyclic directed graph, for example a simple object hierarchy. A root node is an entry point from which all the nodes are reachable by transitivity, typically the superclass of a class hierarchy.

In Section 2 we will introduce the problem and then in Section 3 describe the different layouts we have implemented, explaining for each the intention we had, the problems we encountered, the way we solved them and the limits of our solution.
2. PROBLEM DESCRIPTION

In reverse engineering we deal with old and complex systems that are not understood easily. Moose provides powerful tools to analyse these pieces of software and we end up with a large amount of data and metrics. But it is hardly more understandable, thus we need a way of having a quick and smart overview of the relevant information.

The solution is to map the most important textual information to graphical features, and to organize them to be easily readable. The aim of the layouts is to organize this visual information. We may have to represent various kinds of data and we may want to focus on different features, it is therefore necessary to have several layouts which will organize data.

The main constraint is computing duration, hence the choice of a pragmatic answer. For example, we give to the rectangle packing layout a desired size for the resulting rectangle and do not really compute the optimal arrangement which would have minimized the surface because it is time consuming.

3. A FLORILEGIUM OF VISUALIZATIONS

In this section we present some algorithms we added to Roassal. In particular we present the general intention of the algorithm, the main challenges it poses and the solutions we chose.

For each algorithm proposed here, we show the resultant layout with the Collection class hierarchy of Pharo: there are 131 classes in this hierarchy.

3.1 Radial Tree

Intention.
When dealing with inheritance it is natural to have large trees, and the problem with regular tree representation is that the root is repulsed to the top of the visualisation. Sometimes we want to avoid that, and to keep the root amidst the visualisation. This is the aim of the radial tree.

Difficulties.
There are several difficulties when drawing a radial tree.

- **Parent position node.** Firstly we had to choose if the position of a parent node would influence its children nodes position, or if the parent node position would be influenced by its children nodes position.

- **Supporting interaction.** Another constraint was that in Roassal we do not just want to represent data, but we also want to interact with them, so it was important to have an airy representation. This was the problem encountered with the old implementation, the representation was so compact that it was not possible to interact properly with the nodes.

- **Algorithm selection.** The last problem and maybe the most important one, is what kind of algorithm should we use to compute nodes position. If we choose to compute directly radial position for each node, as a circle has a finite perimeter then we take the risk of having to displace each node several times, that gives a complexity in $O(n^3)$, and we can do better for such layout.

Solutions.
We propose a solution inspired by the modified version of Reingold-Tilford algorithm [BJL02]. We compute node position beginning at the leaves and then we ascend the tree to the root, displacing subtrees when they overlap. We do this in a Cartesian coordinate system, with some minor modifications to nodes position so that the radial tree looks nice at the end: typically the space between nodes depends on the layer they belong to. And then we transform our regular tree into a radial one wrapping the layers around the root (Figure 1).

![Radial-Tree Layout](image)

Figure 1: Radial-Tree Layout

3.2 Force Based

Intention.
When dealing with methods invocations or module dependencies, trees are seldom encountered due to cyclic connections. And sometimes it does not make sense to give more importance to a node in particular, so a tree layout is not always appropriate. The force based layout considers nodes as repulsive charges and links as springs, then we have a representation which respect nodes connectivity.

Difficulties.
The main problem of force-based layout algorithms is their temporal complexity which is considered to be $O(n^3)$ for the most trivial implementations, as each iteration has a quadratic complexity (we compute force action for each pair of nodes) and we must iterate enough times (which is thought to be of the same order as the number of nodes) to reach a local minimum. And since the goal is to represent big graphs, it is necessary to have a less time consuming algorithm.

Solutions.
Our solution is inspired by D3 Javascript library implementation and the FADE algorithm [QE01]. Quadtrees reduce the number of
calculi at each step and thus give a $O(n \log(n))$ complexity. It is also possible to specify charge for a particular node, strength of a link, gravity center. Our force based layout is highly parametrisable, so that it is possible to focus on different aspects of a system (see Figure 2).

![Figure 2: Force-Based Layout](image)

**Limits.**
Here the limit is the running time. Even with a complexity in $O(n \log(n))$, large graphs takes much longer, and then it may be difficult to use it in live.

### 3.3 Compact Tree

**Intention.**
There were already tree layouts in Roassal, but they make large graphs since they only keep track of the biggest abscissa where a node has been set. Thus our goal here was to have a less space consuming algorithm, which permits us to draw condensed tree when there is not much space.

**Difficulties.**
- **Vacant position.** A trap in this kind of algorithm is that we need to know for each layer the abscissa where we can set nodes, this can be done multiple ways, but the trivial way consists of checking all the previously set nodes, and then you have a complexity in $O(n^2)$, which is a loss of time in this case since trees can be drawn with a smaller complexity.
- **Node shifting.** Then as this algorithm is recursive, when setting a child node we do not know where the parent node will be set, and then when setting the parent node, sometimes it occurs that we have to move children nodes, and here the trivial solution has also a complexity in $O(n^2)$.

**Solutions.**
Here we also use a Reingold-Tilford like algorithm with some improvements such as pointers for left-most and right-most children of a node. This is done so that we do not look at all the previously set nodes when we need to know where we can put a node.

When placing a new node, we just skim the contour of the graph (the right-most and the left-most nodes of each layer) and it is less time consuming. In the same way, when we have to move children nodes to correspond to their parent node position, instead of moving them each time, the parent keeps a "modification" value, that spreads to the children when they are drawn, once again it saves time (see Figure 3).

![Figure 3: Vertical Compact Tree Layout](image)

**Limits.**
Our solution is pragmatic thereby computed tree is not the narrowest since even when children order is not important the tree is drawn as if the children were ordered. But then it would be necessary to go through the hierarchy several times to sort the nodes in order to have the narrowest tree, and it would have a high complexity.

### 3.4 Reversed Radial Tree

**Intention.**
The reversed radial tree layout is another tree layout for hierarchy representation, but when most of the trees focus on the distance between the nodes and the root, the reversed radial tree layout focuses on the position of nodes compared to the whole tree, thus leaves are on the border regardless of their distance from the root.

**Difficulties.**
There are no real difficulties for the reversed radial tree layout. It is just important to avoid useless route in the graph.

**Solutions.**
We skim the tree from the leaves to the root, recording for each node the maximum distance to the leaves in the subtree induced by the node. And then as we have the list of leaves, we compute nodes position from the leaves to the root (see Figure 4).

**Limits.**
Here we have the same kind of problems as with the radial tree. As leaves are all on the border of the visualization, with many leaves, the diameter of the visualization may be large and the visualization may be almost empty, we will have lots of nodes on the border (the leaves) and very few nodes in the circle, with long edges between them.

### 3.5 Rectangle Packing

**Intention.**
Sometimes we want to represent a lot of elements of different
sizes and a grid layout is not always a good choice as it does not use the visual space efficiently. The goal of the rectangle packing layout is to show many elements of various sizes in the available restricted visual space.

**Difficulties.**
The problem of rectangle packing is NP-hard, that means that we cannot find a solution in polynomial time but we cannot afford excessive computation time.

**Solutions.**
Here our solution is very pragmatic: instead of looking for the arrangement that will minimize the surface occupied by the elements, we provide the layout a ratio (2/3 by default), which corresponds to the width divided by the height of the rectangle we want to fill with our elements (Figure 5). Then the layout starts placing the elements and resizes the containing rectangle until it has succeed in placing every element.

**Limits.**
There are two limits:

- **Running time.** Even without looking for the best arrangement, it is time consuming. Thus it is difficult to apply it on a large number of elements.

- **Biggest elements.** We are dependent of the biggest elements (typically the longest and the widest). Sometimes we have little elements and a few big ones, then if we ask for a shape oriented in the other direction as the big ones, we will not have it. In our example, we provided the ratio 1/1 since we wanted to arrange elements in a square, but as there is a very long and thin one, we do not have a square at all, but a thin rectangle.

Here we may raise the question of node resizing which is a touchy one, since we may break the sense originally provided by node size. And then, how do we resize nodes? Do we resize all the nodes, or only the biggest ones?

4. **CONCLUSION**

For large amounts of data, Roassal and similar visualization engines need to find a pertinent representation so that data are presented in a meaningful form and understood by the end users. In this paper, we have presented five graph layouts that are both expressive for polymetric views and agnostic to the visualization engine. The layouts favor spatial space reduction while emphasizing on clarity. Our solution is tractable and diverse, as the variety of layouts allows to analyze data in various forms. It should be noted that even with good layouts, if the amount of information is too big then it is hardly understandable, and the user has to himself select the most relevant information to be shown. We can make our layouts even more customisable, by for example proposing nodes staggering which can sometimes be a good way of saving even more space.
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ABSTRACT

Executing an application may trigger the creation of a large amount of objects. For many applications, a large portion of these objects are unnecessary and their creation could simply be avoided.

We describe a lightweight profiling technique to identity “equivalent” objects. Such equivalent objects are simply redundant and may be shared or reused to reduce the memory footprint. We propose object-centric execution blueprint, a visual representation to help practitioners identify where objects may be reused instead of being redundant.

1. INTRODUCTION

Garbage collection alleviates the programming activity by delegating the burden of memory deallocation to the virtual machine. The advances of memory models and garbage collectors have significantly reduced the cost of managing memory. Benefits of garbage collection are tremendous: software programs are easier to write and are likely to have less memory-related problems than when written in plain C or C++. However, an excessive use of garbage collection may have a significant impact on the application performance. Creating, initializing and destroying an object consume execution time and memory space.

Current object-oriented programming languages “make it too easy” to create objects. Consider the following code example, inspired by one of our case studies:

```
"Version 1 of Builder"

Builder>>createNode
  ^ GraphicalElement new color: self defaultColor.

Builder>>defaultColor
  "Gray color"
  ^ Color r: 0.5 g: 0.5 b: 0.5

Pharo is an object-oriented language and environment for the classic Smalltalk-80 programming language 1.

1http://pharobyexample.org
```

The class Builder creates a new colored graphical element when receiving the message createNode. The method defaultColor creates an instance of the class Color. In Pharo, the class Color is defined as immutable: Color does not provide mutators for its instance variables and any attempt to modify it raises an error. Once instantiated, the value of a color cannot be modified.

The version of the class Builder given above is clearly suboptimal since a new color object is associated to each element and all these color objects are equals. In Pharo, a color object weighs 36 bytes.

We found that each ~18,000 color object creation initiates a garbage collection, thus incurring the inconvenience of garbage collecting the memory (e.g., pause in the program execution, lack of reactivity in case of CPU intensive activity).

A possible improvement of the Builder class may be (difference is indicated in bold):

```
"Version 2 of Builder"

Builder>>createNode
  ^ GraphicalElement new color: self defaultColor.

Builder>>defaultColor
  "Gray color"
  defaultColor ifNil: [ defaultColor := Color r: 0.5 g: 0.5 b: 0.5 ].
  ^ defaultColor
```

In this Version 2, Builder is augmented with a new instance variable called defaultColor. This variable acts as a memorization cache to keep a unique reference of the default color.

Identifying the necessary changes to move from Version 1 to Version 2 of Builder does not present any significant challenge on this contrived example. However, typical object-oriented programs create and destroy a large number of objects. Identifying the objects that are unnecessarily created or destroyed too early presents some challenges[?]. Identifying places of redundant object creations is not trivial in many cases. It often requires a deep knowledge of the program intent and implementation. Unfortunately, traditional memory profiling tools do not give any indication about whether objects are redundant or not. As discussed in the related work section, traditional memory analyzers are limited to providing metrics about the heap consumption.

This paper is about a profiling technique to help software engineers identify situations for which reusing or sharing an object is beneficial.

This paper presents a lightweight profiling technique that
identifies equivalent objects, intended to be shared to reduce the memory footprint. Our profiler identifies for a given program execution objects that are both non-mutable and are structurally equals. Equality is verified by comparing object snapshots, a kind of hash value that does not rely on the object identity.

Our profiler is accompanied with Object-Centric Execution Blueprint, a visual representation of the memory consumption to help practitioners identify sets of equivalent immutable objects that may safely be replaced by one representative shared object. We have successfully used the blueprint to detect and remove a number of redundant objects in a Pharo real world application.

The paper is structured as follows. Section 2 presents our memory profiling in a nutshell. Section 3 describes a case study we have carried out on the Roassal application. Section 4 presents the visual support given to the practitioner to identify critical situations. Section 5 briefly describes the implementation of our profiler. Section 6 gives an overview of the related work. Section 7 concludes and presents future work.

2. IDENTIFYING EQUIVALENT OBJECTS

We propose to optimize applications by identifying groups of equivalent objects. Once identified, a group of equivalent objects may be merged into a unique sharable and reusable object. A definition of object equivalence is provided (Section 2.1) and how such equivalence is measured in an application in the Pharo programming language (Section 2.2).

2.1 Object equivalence

Two objects o1 and o2 are said to be equivalent if all objects pointing to o1 may instead point to o2 without affecting the program semantics and execution. We say that o1 and o2 are equivalent if:

(a) \text{o1 and o2 are instances of the same class} – This requirement implies that two objects being from different classes are not interchangeable. This requirement is not strictly necessary; meaning that two objects may be inter-changeable even if they have different classes as long as their interface and contract is similar. However, this requirement significantly simplifies our profiling technique.

(b) \text{both o1 and o2 have identical state} – This requirement implies that each pair of corresponding field values in both objects are either a pair of identical values or a pair of references to objects which are themselves equivalents. For instance, if o1 := \text{Point x:5 y:4} and o2 := \text{Point x:5 y:4} then o1 and o2 have identical state, because their field values in both objects are identical.

(c) \text{both o1 and o2 do not mutate once their construction has completed} – \text{i.e.,} after the control flow has left the initialize method. This implies that side effects are permitted up to the point the object is initialized. If an object changes its state after its creation, such object cannot be equivalent to any other object. In practice, an object is initialized within a factory method located on the metaclass. Examples of such factory methods are new and new:. Sending the message new returns an object supposedly initialized (the method new invokes initialize). We designate a factory method as a class method returning an instance of the class.

(d) \text{neither o1 nor o2 receive the identityHash and == message} – It forbids any attempt to access the identity of an object. Receiving a message identityHash or == makes the object receiver not equivalent to any other object. In Pharo, the identity hash value is a value that reflects an internal number in the virtual machine. The reference equality compares two memory locations.

(e) \text{Neither the creation of o1 nor o2 perform any side effect on the executing context} – It implies that during the creation of an object, side effects are allowed only on the object under creation. Any side effect on another object carried out before exiting a factory method makes the object not equivalent to any other object. Our motivation behind this requirement is that if creating an object performs a side effect, then this creation cannot be avoided else the application behavior is not preserving, even if the object is redundant.

The proposed definition of object equivalence is conservative, meaning that (i) if two objects are equivalent, then one of them is redundant and (ii) two redundant objects are not necessarily equivalent.

This definition is similar to the definition of “mergeability” given by Marinov and O’Callahan [2]. Section 6 detail difference and motivate the need for another definition.

2.2 Profiling

We have built a profiler that identifies groups of equivalent objects. During an execution, our profiler stores in a global table recorded information for each object created in the profiled application. The profiler knows for each object its bit of “history” to determine after the program execution whether that object is equivalent to other objects.

More specifically, our profiler records for each object (i) the number of times it has mutated after having left a factory method and (ii) whether it has received the message identityHash.

In Pharo, everything is an object, and everything happens by sending messages. Nevertheless, certain messages are byte coded by the compiler and no lookup is performed. This is the case of the == method. Because of this, detecting when an object receives the message == is difficult and, in fact, it is unsolved issue.

After a profiling, it compares all objects and categorizes them in:

• \text{groups of equivalent objects} – All objects in these groups have the same final state and they did not mutated during the execution after their creation, it means that they had the same state during the execution.

• \text{groups of near-to-be equivalent objects} – All objects in these groups partially meet our object equivalent definition. We consider that two object are near-to-be equivalent if they do not meet some requirements, for instance, without meeting requirement (c) and (d).

3. CASE STUDY

We have carried out an analysis of the Roassal application and identified a number of situations in which objects have been unnecessarily created.
Roassal. We have analyzed Roassal, an agile visualization engine\(^2\). Roassal allows one to build sophisticated visualizations, pluggable for any arbitrary domain model. Many objects are involved in a typical Roassal visualization. Each visual element comes with a web of interconnected objects to offer support for interaction and representation.

Excessive use of memory is a barrier from making Roassal scalable: visualizations get slower and less responsive. In addition, by being realized within the virtual machine, the garbage collection overhead does not explicitly appear in a profiling report.

Equivalent objects. Roassal comes with a large amount of tests. The test coverage of Roassal is about 80%, giving us confidence that a fair portion of Roassal features are exercised by unit tests. We have profiled the execution of Roassal unit tests and extracted the following information.

Running Roassal unit tests produces 112,513 objects, instances of Roassal classes. Our profiler has identified that 10.97\% of these objects are redundant with the remaining 89.03\% of the objects. These 10.97\% represents the portion of objects that are unnecessary, and thus the possible gain of the reduction of the object construction.

The largest group of equivalent of objects we have identified is made of instances of the class \texttt{RONullShape}. Running the tests of Roassal instantiates this class 13,343 times for which 11,777 objects are equivalent between them. This result means that 11,776 objects are simply unnecessary.

The second largest group is made of all instances of the class \texttt{RODraggable}. The 3,027 instances of this class are all equivalent, indicating the need of a singleton pattern.

Improvement of Roassal. We went through some of the group of equivalent objects mentioned in the previous section and refactored Roassal accordingly. We have reduced the amount of created objects by 5.1\%. The total amount of objects went from 112,513 to 106,806. This 5.1\% of reduction represents a gain of 45Kb approximately, leading to a reduction of 1.4\% of the memory consumption.

We have refactored Roassal by implementing singleton patterns on various classes. The class \texttt{RODraggable} has been refactored as follows:

```ruby
RODraggable class>>elementToBeAdded instance ifNil: [ instance := self new ].
```

The singleton pattern is implemented in bold.

4. VISUAL SUPPORT

Object-centric execution blueprint is a visual aid to identify groups of equivalent (and therefore redundant) objects. We use a polymetric view \cite{1} for that purpose, since we relate different metrics for each structural visual element.

Our blueprint is made up of colored boxes and inner boxes and links (Figure 1). Such visual representation of the program execution is obtained after the completion of the execution.

Nesting outer boxes represents classes. Inner boxes represent groups of objects that are either equivalent or near-to-be equivalent (i.e., without meeting requirement (c) and (d), about the mutation).

\[\text{http://objectprofile.com/#/pages/products/roassal/overview.html}\]

![Object Group](image)

**Figure 1: Object-Centric Execution Blueprint**

Each object group is characterized with two metrics and two properties:

- height is the amount of (mutable and immutable) objects that belong to the group, using a logarithmic scale;
- width is the amount of immutable objects belonging to the group, using a logarithmic scale;
- presence of a bold border indicates \texttt{identityHash} has been invoked on any object of the object group;
- color can be red or white, red if all the objects in the object group do not mutate and white if at least one of them mutate.

An object group painted in red visually indicates that all the objects belonging to this group are equivalent. A white group indicates that the objects are near-to-be equivalent. Such groups may require some further action from the software engineer to make these objects equivalent.

It frequently happens that instances of a class are heterogeneous, which may result in many different groups. Such situations are discarded from the visualization by using a threshold number of groups. In our experiment, we consider a threshold of 5, meaning that groups of a class are shown if at most 5 groups for 100 instances. The purpose of this arbitrary heuristic is to reduce the amount of data that would be difficult to improve.

Figure 1 shows that \texttt{C1} has three subclasses. Each of them tells a different story and we need to deal with them in different ways.

From left to right, class \texttt{C2} is black filled, meaning that instances of \texttt{C2} cannot be grouped into equivalent objects.

The class in the middle has 5 object groups inside, which means that in this experiment the instances of this class can only have 5 possible states. Furthermore, one of these groups is colored red, indicating no mutation occurs for that group. Objects belonging to that group would have been equivalent if they had a non bolded border: the message \texttt{identityHash} is sent to the objects of this group.

The last class of the figure shows a single red object group, so all the instances of this class do not mutate and have the same state across all the execution, also nobody called \texttt{identityHash} on them. This is an excellent opportunity to use the singleton pattern and reuse a single object to fulfill the job of all the previously used objects.
Also the visualization provides some interactions to provide the user the opportunity go deep into the experiment. Just moving the mouse over a class displays as a tooltip its class name, the number of instances and the memory consumed by its instances. Moving over an object group displays the number of objects, the amount of mutable and non-mutable objects. Furthermore the tooltip displays whether any object in the group caused a side effect on its creation, a requirement settled before reusing the objects.

Clicking the shapes also allows the user to inspect some objects or browse some classes.

Figure 2 shows an excerpt of the visualization for the unit test execution of Roassal.

5. IMPLEMENTATION

We briefly describe the two key ingredients to implement our approach. Our Memory profiler is available under the MIT License\(^3\).

5.1 Gadget profiling

Gadget Profiler\(^4\) is a framework for method instrumentation. It allows the programmer to inject code before and after every method of an automatically set of selected classes. Also it provides some essential information about the execution to be used by the injected code, like the receiver and the arguments of the message.

Memory Profiler is built using Gadget Profiler. Also when a method is called we check if the method is the identityHash, performs a mutation or causes an external side effect. Finally, it groups the objects as we described before.

5.2 Snapshotting objects

Keeping track of the side effects may be done in a number of fashions (e.g., keeping track of the write bytecodes, modifying the abstract syntax tree \([3]\)). We employ here a technique based on object snapshotting. We define an object snapshot as an integer that represents the complete state of an object. This integer is computed using a bitXor operation between the identity hash of attributes and the identity hash of object class.

```smalltalk
| index value |

\(\text{index} := \text{self class instSize.}
\)

\(\text{value} := \text{self class gadgetIdentityHash.}
\)

\(\text{whileTrue:}
\)

\(\text{[ value := (value bitShift: 1) bitXor: (self instVarAt: index) gadgetIdentityHash.]
}\)

\(\text{\text{index} := index - 1].
}\)

\(^*\text{value}
```

An object snapshot is useful to compare objects states. Comparing objects states we can detect: (i) objects that have the equivalent state, and (ii) if an object has a different state after a method execution. Both features are essential to detect equivalent objects.

6. RELATED WORK

Marinov et al. presented Object Equality Profiling (OEP), a profiling technique to discover opportunities for replacing a set of equivalent object instances with a single representative object \([2]\).

Their tool performs a dynamic analysis that records all the objects created during a particular program run. The tool partitions the objects into equivalence classes, and uses collected detail timing information to determine when elements of an equivalence class could have been safely collapsed into a single object. They use an instrumentation byte code technique to record fine-grained information. They insert instrumentation at the following program points: allocation sited for objects and arrays, field writes, array element writes, field reads, array element reads among others. Adding a considerable overhead.

Our object snapshot technique takes snapshots before and after a method execution, and saves the last state of the objects (the last snapshot) causing a significantly lower execution overhead. And having a trade-off between overhead and accuracy. We also propose object-centric execution blueprint as a visual aid to detect, understand, and delete redundant object.

7. CONCLUSION & FUTURE WORK

Currently, the large majority of code profilers and debuggers use inadequate abstractions in their analysis. We believe this is a critical situation and hope the tool and ideas presented in this paper will contribute to addressing it.

Thanks to the analysis above, we eliminated more than 5.1% of the identified unnecessary objects refactoring code using singleton pattern, but working on the analysis and the abstraction we expect to categorize possible source code
refactoring to eliminate the totality of redundant objects.
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